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In this note, we study automorphic forms and representations of GL(2).
First, we describe local theory, archimedean and non-archimedean, and then
global theory. This note is mainly a summary of a part of Bump’s Automorphic
forms and representations [bu], from chapter 2 to 4.
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1 Introduction

Modular forms and Maass wave forms are certain functions defined on the com-
plex upper half plane that satisfies SL(2,Z)-transformations laws (or more gen-
erally, transform under congruence subgroups Γ0(N)). There are a lot of ap-
plications of modular forms in number theory, such as sum of squares and the
irrationality of ζ(3), and the Wiles’ famous proof of Fermat’s Last Theorem.
There are also applications in other subjects, such as combinatorics (partition
numbers), physics, representation theory (monstrous moonshine), knot theory,
etc.

In this note, we will study how to interpret such functions (so-called classical
automorphic forms) as a representation of adéle groups GL(2,A) (here A is a
ring of adéles of global fields such as Q), and study representation theory of
it. This can be a starting point of the Langlands’ Program, which connects
representation of Galois groups, algebraic geometry, and automorphic forms
(representations).

To study such representations, we first study local representations. There
are two kinds of local representations - archimedean and non-archimedean. For
the archimedean cases, we study representation theory of GL(2,R) via so-called
(g,K)-modules. (g,K)-module is a vector space with compatible gC = gl(2,C)
and K = O(2)-actions. It is easier to study (g,K)-modules than studying
the representation of GL(2,R) directly since (g,K)-modules are more algebraic.
We will classify (g,K)-modules for GL(2,R) and also study which of them are
unitarizable, since we are interested in the representation that lives in L2 space.
Also, we will see how these representations are related to classical automorphic
forms (such as modular forms and Maass wave forms).

We also have non-archimedean representations - which are representation of
p-adic groups GL(2,Qp) for a prime p. They are very different from archimedean
cases because of their topology. This makes the situation easier or harder, but
anyway, we will also classify all the representations of such groups and study
their unitarizability.

When we finish the local theories, we can glue these representations to obtain
the representation of the adéle group GL(2,A). (In fact, this is not a true rep-
resentation of GL(2,A), but a representation of (g∞,K∞)×GL(2,Afin).) While
we are studying such representations (local or global), we will only concentrate
on some nice representations (admissible representations) that are close to the
representation of finite groups. Automorphic representations are some nice rep-
resentations that also satisfies some analytic conditions on growth. Later, we
will see that Flath’s decomposition theorem tells us that it is enough to study
such glued representations to study automorphic representations.

Before we get into the representation theory of GL(2,A), we will study
GL(1,A) first, which are completed by Tate in his celebrated thesis. He find a
natural way to prove the analytic continuation and the functional equation of
Hecke’s L-function using local-global principle, and such idea will be used to
define L-functions attached to automorphic representations of GL(2,A).

It may be hard to study an abstract representation of a given group (such as
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GL(2,R),GL(2,Qp) or GL(2,A)). Whittaker model (or Whittaker functional)
help us to study such representations as a very concrete representation that
functions on the group lives (and the group acts as a right translation). Most
case, such Whittaker model exist and unique, and such results are called (local
or global) multiplicity one theorem. In the last section, we will see how the
multiplicity one theorem is related to the classical modular forms.
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2 Archimedean theory

In this section, we will study representation theory of the group GL(2,R). Usu-
ally, it is easier to study representation of compact groups than non-compact
groups because it is not much different from the representation theory of finite
groups. First, any finite dimensional representations are unitarizable, by taking
average of arbitrary hermitian inner product on the space over all group with
respect to Haar measure, which is finite for compact groups. Also, we have
celebrated Peter-Weyl theorem, which claims that any unitary representation
(including infinite dimensional representation) on a complex Hilbert space is
semisimple, i.e. can be decomposed as a direct sum of irreducible dimensional
unitary representations, and these are all finite dimensional and mutually or-
thogonal. It is also known that representation of compact group are completely
determined by its character.

Also, Lie algebra representations of g = gl(2,R) (or its complexification
gC = gl(2,C)) are much easier than studying the representation of Lie group,
because it is a linearlized version of original representation and we have a lot of
tools to use. We even have a complete classification of semisimple Lie algebra
over C, which is a very rich theory itself.

Instead of studying representations of GL(2,R) directly, we will study repre-
sentation theory of its maximal compact group O(2) and Lie algebra represen-
tation of gl(2,R). Eventually, we will consider so-called (g,K)-module, which is
a vector space with compatible actions of g and K, and the space is not so big
to deal with, i.e. admissible. We give complete classification of (g,K)-module
for GL(2,R)+ and GL(2,R), and investigate which of them are unitarizable.
Since unitary representation of GL(2,R) is completely determined by associated
(g,K)-module, we also get a complete classification of unitary representations.

In the last subsection, we will also see how the representation theory of
GL(2,R) can be used to study spectral problems (of classical automorphic
forms).

2.1 Representation theory of gl(2,R)
Geometrically, Lie algebra of a Lie group is a tangent space at the identity,
and it has a structure of Lie algebra given by a Lie bracket. In case of G =
GL(n,R)+ and GL(n,R), their Lie algebra is g = gl(n,R) = Mat(n,R), the
space of n × n real matrices with the Lie bracket [X,Y ] := XY − Y X. The
most important point is that any representation of Lie group induces a Lie
algebra representation.

Proposition 2.1. Let G be a Lie group and g be a Lie algebra of G. Let (π, V )
be a finite dimensional representation of G such that g 7→ π(g)v is a smooth
function for all v ∈ V . Then we have an induced Lie algebra representation
dπ : g → End(V ) given by

(dπX)v =
d

dt

∣∣∣
t=0

π(exp(tX))v
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where exp : g → G is the exponential map.

The finite dimensionality assumption is non really necessary. In fact, we
will only consider special kind of representation: right regular representation on
C∞(G). The statement is also true for this case, even if the space is not finite
dimensional.

Proposition 2.2. The map d : g → End(C∞(G)) defined as

(dXf)(g) =
d

dt

∣∣∣
t=0

f(g exp(tX))

is a Lie algebra homomorphism, i.e. d is a Lie algebra representation of g on
C∞(G).

By the universal property of universal enveloping algebra Ug, any Lie algebra
representation π : g → End(V ) can be extended to a representation of Ug. We
will regard Ug as a ring of differential operators, which are left-invariant since
Lie algebra action is obtained by differentiating right regular representation.
When the element is in the center Z(Ug) of the universal enveloping algebra
Ug, it is both invariant under the left and right regular representations.

Theorem 2.1. Let G = GL(n,R)+ and let g = gl(n,R). If D is an element of
Ug, then D is invariant under both the left and right regular representations of
G.

Proof. The proof is a little technical. We need the following lemma:

Lemma 2.1. Let G = GL(n,R)+ and let X ∈ g = gl(n,R). Suppose that
ϕ ∈ C∞(G× R) satisfies

∂

∂t
ϕ(g, t) = dXϕ(g, t)

and the boundary condition ϕ(g, 0) = 0. Then ϕ(g, t) = 0 for all t ∈ R.

Proof. This can be done by method of characteristic. Let ϕg(u, t) = ϕ(g exp(uX), t)
for g ∈ G. If we make the change of variables as t = v + w and u = v − w, the
equation is equivalent to

∂

∂w
ϕg(v − w, v + w) = 0

so ϕg(v −w, v +w) is independent of w and ϕg(v −w, v +w) = Fg(v) for some
Fg ∈ C∞(R). This gives ϕg(u, t) = Fg((u + t)/2) and the boundary condition
implies that Fg = 0, so ϕg = 0.

Now apply the lemma for the function

ϕ(g, t) = (Dρ(exp(tX))f − ρ(exp(tX))Df)(g)

and we get the result. Note that G is generated by exp(g).
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Now we will concentrate on n = 2. g = gl(2,R) is generated by the elements

R̂ =

(
0 1
0 0

)
, L̂ =

(
0 0
1 0

)
, Ĥ =

(
1 0
0 −1

)
, Z =

(
1 0
0 1

)
with relations

[Ĥ, R̂] = 2R̂, [Ĥ, L̂] = −2L̂, [R̂, L̂] = Ĥ.

Now let

∆ = −1

4
(Ĥ2 + 2R̂L̂+ 2L̂R̂)

be an element in Ug, where the multiplication is in Ug, not a matrix multiplica-
tion. This is a very special element in Ug, which is called the Cacimir element.
The element is in the center of Ug, and in fact the center is generated by ∆ and
Z.

Theorem 2.2. ∆ lies in the center of Ug = Ugl(2,R).

Proof. This follows from direct computations and relations among R̂, L̂, Ĥ.

We will consider the complexification gC = gl(2,C) of g and slightly modify

the elements R̂, L̂, Ĥ in gl(2,C) as

R =
1

2

(
1 i
i −1

)
, L =

1

2

(
1 −i
−i −1

)
, H = −i

(
0 1
−1 0

)
.

Then they satisfy the same relations as R̂, L̂, and Ĥ. Indeed, we have

CHC−1 = Ĥ, CRC−1 = R̂, CLC−1 = L̂

where

C = −1 + i

2

(
i 1
i −1

)
is the Cayley transform. We will see the reason why we are using R,L,H instead
of R̂, L̂, and Ĥ, in section 2.6.

For an arbitrary representation (π,H) of G, there may not exists a corre-
sponding Lie algebra action on H since the limit may not exists. We will define
H∞ as a largest subspace where such action exists, i.e. the limit π(X)f =
Xf = d

dt |t=0π(exp(tX))f exists for all X ∈ g and f ∈ H∞. We will call such
f as smooth vector, and we can easily check that such space is invariant under
the action of G from the equation

π(X)π(g)f = π(g)

(
lim
t→0

1

t
(π(exp(tAd(g−1)X))f − f)

)
.

Also, the action of g on H∞ is a Lie algebra representation. We define the action
of C∞

c (G) on H as

π(ϕ)f =

∫
G

ϕ(g)π(g)fdg

for ϕ ∈ C∞
c (G). We can show that the subspace H∞ of smooth vectors is not

so small, indeed, it is dense in H.
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Proposition 2.3. Let (π,H) be a Hilbert space representation of G = GL(n,R)
or G = GL(n,R)+.

1. If ϕ ∈ C∞
c (G) and f ∈ H, then π(ϕ)f ∈ H∞.

2. H∞ is dense in H.

Proof. For 1, we can check that π(X)π(ϕ)f = π(ϕX)f where

ϕX(g) =
d

dt

∣∣∣
t=0

ϕ(exp(−tX)g).

Hence π(ϕ)f is differentiable and we can repeat this to get π(ϕ)f ∈ H∞.
For 2, we use 1 with appropriate function ϕ. For given ϵ > 0, continuity of

(g, f) → π(g)f implies that there exists an open neighborhood of the identity
of G such that |π(g)f − f | < ϵ for all g ∈ U . Now take ϕ ∈ C∞

c (G) to be a
nonnegative function with supp (ϕ) ⊂ U and

∫
G
ϕ(g)dg = 1, so that

|π(ϕ)f − f | ≤
∫
G

ϕ(g)|π(g)f − f |dg ≤ ϵ

which proves that H∞ is dense in H.

2.2 Representation theory of compact group

In this section, we will see how representations of compact groups well-behaves.
We will prove the Peter-Weyl theorem, which claims that every representation
of a compact group decomposes as a direct sum of finite dimensional irreducible
representations.

For any finite group G and it’s irreducible representation (π, V ) (which has
finite degree), we can construct a G-invariant inner product on V : choose any
inner product ⟨ , ⟩1 : V × V → C and define a new pairing ⟨ , ⟩ : V × V → C as

⟨v, w⟩ =
∑
g∈G

⟨π(g)v, π(g)w⟩1.

Then this pairing is also an inner product on V and it is G-invariant by defini-
tion. We can do the same thing for a representation of compact group K on a
Hilbert space H, by integrating a given inner product on over K with respect to
its Haar measure. (Note that compact group has a finite Haar measure.) This
induces same topology as before.

Lemma 2.2. Let (π,H) be a representation of a compact group K on a Hilbert
space (H, ⟨ , ⟩1). There exists a Hermitian inner product ⟨ , ⟩ on H inducing the
same topology as the original one and K-invariant.

Proof. We define such inner product on H as

⟨v, w⟩ =
∫
K

⟨π(κ)v, π(κ)w⟩1dκ.
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It is easy to check that this defines a new inner product which isK-invariant. By
Banach-Steinhaus theorem, we can found a constant C > 0 such that C−1|v|1 ≤
|π(κ)v|1 ≤ C|v|1 for all v ∈ H and κ ∈ K, and this proves C−1|v|1 ≤ |v| ≤ C|v|1
for all v. Hence topologies are same.

Now we will prove the most important theorem in the representation theory
of compact groups, Peter-Weyl theorem. For a representation (π,H) on a Hilbert
space H of G, a matrix coefficient of the representation is a function on G of
the form g 7→ ⟨π(g)x, y⟩. We need the following proposition:

Proposition 2.4. Let G be a compact group and (π1, H1), (π2, H2) be represen-
tations where (π2, H2) is unitary. If there exists matrix coefficients f1, f2 of π1
and π2 that are not orthogonal in L2(G), then there exists a nonzero intertwining
operator L : H1 → H2.

Proof. Assume that fi = ⟨πi(g)xi, yi⟩ such that

⟨⟨f1, f2⟩⟩ :=
∫
G

f1(g)f2(g)dg =

∫
G

⟨π1(g)x1, y1⟩⟨π2(g)x2, y2⟩dg ̸= 0.

Then the bounded linear map L : H1 → H2 defined as

L(v) =

∫
G

⟨π1(g)v, y1⟩π2(g−1)y2dg

gives a nonzero intertwining operator, since ⟨x2, L(x1)⟩ = ⟨⟨f1, f2⟩⟩.

Theorem 2.3 (Peter-Weyl). Let K be a compact subgroup of GL(n,C).

1. The matrix coefficiens of finite dimensional unitary representation of K
is dense in C(K) and Lp(K) for all 1 ≤ p <∞.

2. Any irreducible unitary representation of K is finite dimensional.

3. Any unitary representation of K is semisimple, i.e. decomposes as a
Hilbert direct sum of (finite dimensional) irreducible representations.

Proof. By embedding GL(n,C) ↪→ GL(2n,R), we can assume that K is a sub-
group of GL(n,R) for some n. We call a function on K a polynomial function if
it sis a polynomial with complex coefficients in terms of n2 entries of matrices in
K ⊂ Mat(n,R). We first show that any polynomial function on K is a matrix
coefficient of a finite dimensional representation. Indeed, let r ∈ Z>0 and (ρ,R)
be the representation of K where R is a space of polynomial functions of degree
≤ r on Mat(n,R), where K acts by right translation. We can find a Hiermitian
inner product on R which is K-invariant, and by Riesz representation theorem
there exists f0 ∈ R such that f(1) = ⟨f, f0⟩ for all f ∈ R, since f 7→ f(1) is a
bounded linear functional on R. Then

f(g) = (ρ(g)f)(1) = ⟨ρ(g)f, f0⟩
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so the function f is a matrix coefficient of R.
Now we prove 1. It is known that C(K) is dense in Lp(K) for any 1 ≤

p <∞, and Stone-Weierstrass theorem implies that any continuous function on
K can be uniformly approximated by polynomial functions, which are matrix
coefficients.

To show 2 and 3, it is enough to show that any nonzero unitary representa-
tion (π,H) of K admits a nonzero finite dimensional invariant subspace. Choose
any nonzero matrix coefficient ϕ of H and approximate it by a polynomial func-
tion ϕ0, so that ϕ and ϕ0 are not orthogonal. Then the proposition 2.4 shows
that there is a nonzero intertwining map L : R → H for a finite dimensional
representation R of polynomial functions, and the image of L is a finite dimen-
sional invariant subspace of H. This proves 2, and 3 also follows from this with
applying Zorn’s lemma.

Using Peter-Weyl theorem, we can define admissibility of representation of
G for G = GL(n,R)+ or GL(n,R). A representation (π,H) of G is admissible
if each isomorphism class of finite dimensional representations of K occurs only
finitely many times in a decomposition of π|K . This implies that for each ir-
reducible representation ρ of K, the isotypic component H(ρ) of (π|K ,H), the
direct sum of all the subrepresentations of (π|K ,H) isomorphic to ρ, is finite
dimensional. We can check that multiplicity of a given finite dimensional repre-
sentation does not depend on the decomposition. Also, it is a right category to
study since it is known that any irreducible unitary representation is admissible.

The next result shows that in the decomposition of irreducible admissible
unitary representation H over K, the multiplicity of the trivial representation
of K is at most one. To prove this, we need the result about commutativity
of Hecke algebra C∞

c (K\G/K) which can be proved by Gelfand’s trick with
Cartan decomposition.

Theorem 2.4 (Gelfand). Let G = GL(n,R) and K = O(n), or G = GL(n,R)+
and K = SO(n). Let C∞

c (K\G/K) be a subalgebra of C∞
c (G) which are K-bi-

invariant, i.e. ϕ(κ1gκ2) = ϕ(g) for all g ∈ G and κ1, κ2 ∈ K, where the
multiplication is given by convolution. Then C∞

c (K\G/K) is commutative.

Note that C∞
c (G) is non-commutative.

Proof. We need the following decomposition theorem of Cartan, which we will
not going to prove. Basically, this follows from the induction on n.

Proposition 2.5 (Cartan). Let G = GL(n,R) and K = O(n), or G = GL(n,R)+
and K = SO(n). In either case, every double coset in K\G/K has a unique
representative of the formd1 . . .

dn

 , di ∈ R, d1 ≥ d2 ≥ · · · ≥ dn > 0.
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Now let ι : C∞
c (K\G/K) → C∞

c (K\G/K) be a map defined as ι(ϕ(g)) =

ϕ̂(g) := ϕ(T g). Then this map ins an anti-involution of C∞
c (K\G/K):

̂(ϕ1 ∗ ϕ2)(g) =
∫
G

ϕ1(
T gh)ϕ2(h

−1)dh

=

∫
G

ϕ̂2(
Th−1)ϕ̂1(

Thg)dh

=

∫
G

ϕ̂2(h)ϕ̂1(h
−1g)dh = (ϕ̂2 ∗ ϕ̂1)(g).

By the way, Cartan’s decomposition theorem allow us to decompose g as g =
κ1dκ2 where κ1, κ2 ∈ K and d is a diagonal matrix. Then ϕ(g) = ϕ(d) = ϕ̂(d) =

ϕ̂(g), so that ι = id and ϕ1∗ϕ2 = ϕ2∗ϕ1, i.e. C∞
c (K\G/K) is commutative.

For n = 2, we can prove a similar result when we consider the subalge-
bra of C∞

c (G) where K acts as a nontrivial character σ, i.e. ϕ(κ1gκ2) =
σ(κ1)ϕ(g)σ(κ2). Let C

∞
c (K\G/K, σ) be a subalgebra of such functions.

Proposition 2.6. Let G = GL(2,R)+ and K = SO(2). Let σ be a character of
K. Then C∞

c (K\G/K, σ) is commutative.

Proof. The proof is almost same, but we use the following involution

ϕ̂(g) = ϕ

((
−1

1

)
T g

(
−1

1

))
.

Now we can prove the uniqueness of the K-fixed vector.

Theorem 2.5. Let G = GL(n,R) and K = O(n), or let G = GL(n,R)+ and
K = SO(n). Let (π,H) be an irreducible admissible unitary representation of
G. Then dimHK ≤ 1. Similarly, dimHk ≤ 1 for each k ∈ Z, where Hk = {v ∈
H : π(κθ)v = σk(κθ)v} for σk(κθ) = eikθ.

Proof. By admissibility, we know that HK is finite dimensional. C∞
c (K\G/K)

can be realized as a commutative family of normal operators on a finite dimen-
sional space, which are simultaneously diagonalizable. Therefore there is a one
dimensional invariant subspace V0 of HK , which should be whole HK by irre-
ducibility. The proof is almost same for Hk except that we use commutativity
of C∞

c (K\G/K, σk) instead of C∞
c (K\G/K).

Note that the admissibility condition is unnecessary because any irreducible
unitary representation is admissible (as we mentioned above).

10



2.3 (g, K)-module for GL(2,R) and classification

Now we can define the (g,K)-module, which is a thing what we really want
to study. In some sense, the subspace H∞ of smooth vectors is still too big to
study. We will consider much smaller space, the space of K-finite vectors Hfin,
which is also dense in H but much easier to study algebraically.

Definition 2.1. Let (π,H) be an admissible representation of G = GL(n,R) or
GL(n,R)+. We may assume that σ|K is a unitary representation of K, so that
σ|K decomposes as a Hilbert space direct sum of the isotypic parts H(σ) for each

σ ∈ K̂. Now let Hfin be the algebraic direct sum of the H(σ). We call f ∈ Hfin

as K-finite vectors.

Proposition 2.7. For f ∈ H, TFAE:

1. f ∈ Hfin.

2. ⟨π(κ)f : κ ∈ K⟩ is finite dimensional.

3. ⟨Xf : X ∈ k⟩ is finite dimensional (here k = Lie(K)).

Proposition 2.8. Let (π,H) be an admissible Hilbert space representation of
G = GL(n,R) or G = GL(n,R)+. The K-finite vectors are smooth, and Hfin is
dense G-invariant subspace of H∞.

Proof. Let H0 = H∞ ∩ Hfin. We will first show that H0 is dense in H∞. For
given f ∈ H, we will find suitable ϕ ∈ C∞(G) such that π(ϕ)f is sufficiently
close to f and π(ϕ)f ∈ H0. To do this, let U be a small open neighborhood
of the identity in G and let ϵ > 0 be a given constant. Choose U1 ⊂ U and
V ⊂ K such that V U1 ⊂ U . Let ϕ1 be a smooth positive-valued function with
supp (ϕ1) ⊂ U1 and

∫
F
ϕ1(g)dg = 1. Also, by Peter-Weyl theorem, we can find

a matrix coefficient ϕ0 of a finite dimensionalunitary representation (ρ,R) of K
such that

∫
K
ϕ0(κ)dκ = 1 and

∫
K\V |ϕ0(κ)|dκ < ϵ. Now let

ϕ(g) :=

∫
K

ϕ0(κ)ϕ1(κ
−1g)dκ.

Then one can check that
∫
G\U |ϕ(g)|dg < ϵ, so that π(ϕ)f is sufficiently close to

f . To show that π(ϕ)f is K-finite, let ϕ0(κ) = ⟨ρ(κ)ξ, η⟩ where ξ, η are vectors
in R. Then for κ1 ∈ K, we have

ϕ1(κ
−1g) =

∫
K

⟨⟨ρ(κ)ξ, ρ(κ1)η⟩⟩ϕ1(κ−1g)dκ

so the space of functions ϕ(κ−1
1 g) lies in the finite dimensionalspace spanned by

functions of the form

g 7→
∫
K

⟨⟨ρ(κ)ξ, ζ⟩⟩ϕ1(κ−1g)dκ, ζ ∈ R.
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This is a finite dimensionalspace of functions, so the space spanned by the
vectors

π(κ1)π(ϕ)f =

∫
G

ϕ(g)π(κ1g)fdg =

∫
G

ϕ(κ−1
1 g)π(g)fdg

is finite dimensional. Hence π(ϕ)f ∈ Hfin by the previous proposition. This
shows H0 is dense in H.

To show Hfin ⊆ H∞, it is enough to show that H0(σ) = H(σ) for all irreducible
representation σ of K. Clearly, H0(σ) ⊆ H(σ), and if they are not same for some
σ, then we can find 0 ̸= f ∈ H(σ) orthogonal to H0(σ), Then this f is orthogonal
to H0(τ) for all τ ̸= σ, which contradicts to the denseness of H0 in H∞.

For g-invariance, let f ∈ R ⊂ H be a K-finite vector where R is a finite
dimensional k-invariant subspace. Let R1 be a space generated by Y f for Y ∈ g
and f ∈ R, which is also a finite dimensional space. For X ∈ k and Y ∈ g,
X(Y ϕ) = [X,Y ]ϕ + Y (Xϕ) shows that R1 is k-invariant so Y f is a K-finite
vector.

Motivated by this, we define a notion of (g,K)-module, which is a vector
space of K-finite vectors with compatible g,K actions.

Definition 2.2. Let G,K, g, k as above. A vector space V with representations
π of K and g is called (g,K)-module if

1. V is K-finite, i.e. V decomposes into an algebraic direct sum of finite
dimensional invariant subspaces under the action of K.

2. The representations of g and K are compatible in the sense that

π(X)f =
d

dt

∣∣∣
t=0

π(exp(tX))f

for all f ∈ V and X ∈ k.

3. The representations are compatible with adjoint action in the sense that

π(g)π(X)π(g−1)f = π(Ad(g)X)f

for all f ∈ V , g ∈ K, and X ∈ g.

For example, if (π,H) is an admissible representation of GL(2,R), then Hfin

is a (g,K)-module. We will classify all the irreducible admissible (g,K)-module
for GL(2,R). First, we will do for G = GL(2,R)+ with K = SO(2), and modify
it to get the result for GL(2,R) with K = O(2).

Let V be a irreducible admissible (g,K)-module, so that it can be decom-
posed as an algebraic sum of isotypic parts

V =
⊕
σ

V (σ) (algebraic sum)

12



where each V (σ) is finite dimensional. Since K = SO(2) is abelian, all the
irreducible representations are 1-dimensional, and they are parametrized by
integers as σk(κθ) = eikθ. Hence we can write V as

V =
⊕
k∈Z

V (k)

where V (k) = V (σk). Each V (k) is at most 1-dimensional by Theorem 2.5.
Now we can extend the g-action to UgC-action naturally. The set Σ = {k ∈ Z :
V (k) ̸= 0} is called the set of K-types. We have the following Schur’s lemma
for (g,K)-modules.

Proposition 2.9. Let V be an irreducible admissible (g,K)-module. If D ∈
Z(UgC) is an element in a center of UgC, then D acts as a scalar on V .

Proof. We can naturally extend the adjoint action Ad of G on g to UgC by

Ad(g)(x1 ⊗ · · · ⊗ xr) = Ad(g)x1 ⊗ · · · ⊗Ad(g)xr.

One can check that D is fixed by this action by the third condition of (g,K)-
module, so that π(κ) ◦ D = D ◦ π(κ) for κ ∈ K. Consequently, the isotypic
subspaces V (σ) are stable underD. Choose any nonzero V (σ). Since it has finite
dimension, there exists a nonzero eigenvector x0 ∈ V (σ) with an eigenvalue λ.
Let V0 ⊆ V (σ) be an eigenspace of λ. Since D is in the center, it commutes
with the action of g and K, so that V0 is a nonzero invariant subspace. Thus
we have V = V (σ) = V0.

This proposition shows that the elements Z,∆ acts as scalars on V . (This
will be the parameter to classify (g,K)-modules later.) The following proposi-
tion gives a description how the elements R,L,H,Z,∆ ∈ UgC acts .

Proposition 2.10. Let V be an irreducible admissible (g,K)-module for GL(2,R)+.

1. V (k) is the eigenspace for H with an eigenvalue k.

2. R(V (k)) ⊆ V (k + 2) and L(V (k)) ⊆ V (k − 2).

3. If 0 ̸= x ∈ V (k), then V (k) = C.x, V (k+2n) = C.Rnx, V (k−2n) = C.Lnx
for n > 0 and

V = C.x⊕
⊕
n>0

C.Rnx⊕
⊕
n>0

C.Lnx.

4. dimV (k) ≤ 1 and if V (k), V (l) are both nonzero, then k ≡ l (mod 2).

5. Let λ be an eigenvalue of ∆ on V . If x ∈ V (k), then

LRx =

(
−λ− k

2

(
1 +

k

2

))
x, RLx =

(
−λ+

k

2

(
1− k

2

))
x.

6. Let λ be an eigenvalue of ∆ on V . If 0 ̸= x ∈ V (k) and Rx = 0, then
λ = −k

2

(
1 + k

2

)
, while if Lx = 0, then λ = k

2

(
1− k

2

)
.
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7. Suppose that λ = k
2

(
1− k

2

)
and x ∈ V (l). If Rx = 0, then either l = −k

or l = k − 2, and if Lx = 0, then either l = k or l = 2− k.

Proof. Every statement follows form the relations among R,L,H and ∆.

By the proposition, we have that the set of K-types of V is all even or all
odd. This defines a parity of V , even or odd. The following theorem tells us
the uniqueness of representations, whether we don’t know the existence yet.

Theorem 2.6. Let λ, µ be complex numbers.

1. Assume that λ ̸= k
2

(
1− k

2

)
for all k even (resp. odd). Then There exists

at most one isomorphism class of even (resp. odd) (g,K)-modules V such
that ∆, Z acts as scalars λ, µ. For such V , the set of K-types consists of
all even (resp. odd) k.

2. Assume that λ = k
2

(
1− k

2

)
for some integer k ≥ 1. Then there are three

possible sets of K-types:

Σ+(k) = {l ∈ Z : l ≡ k (mod 2), l ≥ k}
Σ−(k) = {l ∈ Z : l ≡ k (mod 2), l ≤ −k}
Σ0(k) = {l ∈ Z : l ≡ k (mod 2),−k < l < k}

Proof. Basically, all of these follows from the previous proposition, 6 and 7. For
the uniqueness, we will only show the first case. Let V, V ′ be two irreducible
admissible (g,K)-module with the same set of K-types. Choose 0 ̸= x ∈ V (k)
and 0 ̸= x′ ∈ V ′(k), then x, Lnx,Rnx (for n > 0) form a basis of V , and
similarly x′, Lnx′, Rnx′ (n > 0) form a basis of V ′. Now if we define ϕ : V → V ′

by ϕ(x) = x′, ϕ(Lnx) = Lnx′ and ϕ(Rnx) = Rnx′, then we can easily check
that this is a nonzero (g,K)-module homomorphism from V to V ′.

Now we will give a construction of such representation with given parameters,
which will finish the classification. Let ϵ = 0 or 1, which represents parity of a
representation, and let s1, s2 be two complex numbers. Let λ = s(1 − s) and
µ = s1 + s2, where s = 1

2 (s1 − s2 + 1). As you expect, these will be scalars
corresponding to ∆ and Z.

Definition 2.3. H∞(s1, s2, ϵ) be the space of smooth functions f : GL(2,R)+ →
C satisfying

f

((
y1 x

y2

)
g

)
= y

s1+1/2
1 y

s2−1/2
2 f(g), y1.y2 > 0

f

((
−1

−1

)
g

)
= (−1)ϵf(g).

We let G acts by right translation. We also give a Hermitian inner product by

⟨f1, f2⟩ =
1

2π

∫ 2π

0

f1(κθ)f2(κθ)dθ

and let H(s1, s2, ϵ) be the Hilbert space completion of H∞(s1, s2, ϵ).

14



Note that the right translation action (regular action) extends toH(s1, s2, ϵ).
We can also prove that H∞(s1, s2, ϵ) is the space of smooth vectors for this
representation. By Iwasawa decomposition, we have

f(g) = f

((
u

u

)(
y1/2 xy−1/2

y−1/2

)
κθ

)
= us1+s2ysf(κθ)

for f ∈ H(s1, s2, ϵ), so each f is determined by its value on K = SO(2), and f |K
can be any smooth function, subject to the condition f(κθ+π) = (−1)ϵf(κθ).

In fact, the representation is an example of an example of induced represen-
tation. For a locally compact Hausdorff group G and its subgroup H, we can
obtain a representation of G from a representation of H in a canonical way: if
(ρ, V ) is a representation of H, then define

V G =

{
f : G→ C : f(hg) =

(
δH(h)

δG(g)

)1/2

ρ(h)f(g)

}
where δH , δG are modular characters. If we give G-action on V G by right trans-
lation, then this gives a representation of G. We denote such representation
by IndGH(ρ). Now let G = GL(2,R)+, H = B(R)+ (the subgroup of upper
triangular matrices in G), and let χ : B(R)+ → C× be a character defined as

χ

(
y1 x

y2

)
= sgn(y1)

ϵ|y1|s1 |y2|s2 .

Then, by definition, the representation H(s1, s2, ϵ) is just IndGH(χ). Note that
G is a unimodular group (so that δG is trivial) and

δB(R)+

(
y1 x

y2

)
=
y1
y2
.

Now we want to study (g,K)-module of K-finite vectors in H = H(s1, s2, ϵ).
If l ≡ ϵ (mod 2), then there exists a unique fl ∈ H such that fl(κθ) = eilθ, which
satisfies ρ(κθ)fl = eilθfl. Iwasawa decomposition gives an explicit description
of fl:

fl

((
u

u

)(
y1/2 xy−1/2

y−1/2

)
κθ

)
= us1+s2yseilθ.

By the direct computation, we can show that this function satisfies the following
relations:

Proposition 2.11.

Hfl = lfl

Rfl =

(
s+

l

2

)
fl+2

Lfl =

(
s− l

2

)
fl−2

∆fl = λfl

Zfl = µfl
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where λ = s(1− s), µ = s1 + s2, s =
1
2 (s1 − s2 + 1).

Now, as you expect, these representations give examples of the previous
representations with two parameters λ, µ and K-type. The above fl’s generate
the space of K-finite vectors.

Theorem 2.7. Let s1, s2, s, λ, µ, ϵ are given as above, and let H be the (g,K)-
module of K-finite vectors in H(s1, s2, ϵ), where ∆, Z acts as λ, µ, respectively.

1. If s is not of the form k
2 for k ≡ ϵ (mod 2), then H is irreducible.

2. If s ≥ 1
2 and s = k

2 for some integer k ≥ 1 with k ≡ ϵ (mod 2), then H
has two irreducible invariant subspaces H+,H−, with the set of K-types as
Σ+(k),Σ−(k), respectively. The quotient H/(H+ ⊕H−) is irreducible with
a set of K-type Σ0(k) for k ̸= 1, where zero for k = 1.

3. If s ≤ 1
2 and s = 1 − k

2 for some integer k ≥ 1 with k ≡ ϵ (mod 2),
then H has an invariant subspace H0 which is irreducible and whose set
of K-types is Σ0(j). The quotient H/H0 decomposes into two irreducible
invariant subspaces H+ and H−, with the set of K-types Σ+(k),Σ−(k)
respectively.

In other words, this gives a classification of (g,K)-module for GL(2,R)+.

Theorem 2.8 (Classification of (g,K)-module for GL(2,R)+). Let λ, µ be given
complex numbers and ϵ ∈ {0, 1}.

1. If λ is not of the form k
2

(
1− k

2

)
for k ≡ ϵ (mod 2), then there exists a

unique irreducible admissible (g,K)-module of parity ϵ on which ∆ and Z
act by scalars λ and µ, and we have Σ = {k : k ≡ ϵ (mod 2)} in this case.

2. If λ = k
2

(
1− k

2

)
for some k ≥ 1, k ≡ ϵ (mod 2), then there exists three

irreducible admissible (g,K)-modules of parity ϵ on which ∆ and Z act
by scalars λ and µ, except that if k = 1, there are only two. The set of
K-types are Σ±(k) and (if k > 1) Σ0(k).

When λ is not of the form k
2

(
1− k

2

)
, then the equivalence class of irreducible

admissible (g,K)-modules of GL(2,R)+ with given λ, µ are denoted by Pµ(λ, ϵ).
When µ = 0, we denote it as P(λ, ϵ) and it is called principal series. (By
tensoring with a suitable power of determinant, we can assume µ = 0 easily.)
Later, we wiil check that the representation is unitarizable if and only if λ ∈ R
and λ ≥ 1/4, so we will concentrate on this case.

The finite dimensional representation with a set of K-types Σ0(k) can be
realized as a space of polynomials: consider the space of homogeneous polyno-
mials of degree k− 2 in two variables x1, x2, and let G = GL(2,R)+ acts on the
space by

π(g)f(x1, x2) = det(g)(µ−k−2)/2f((x1, x2)g),

which is a degree k−1 irreducible admissible representation where Z acts as the
scalar µ. This will not appear again since it is not unitarizable. (We will prove
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that the only finite dimensional unitarizable representation is 1-dimensional,
which factors through the determinant map.)

If k > 1, we have irreducible admissible representations with set of K-types
as Σ±(k), and equivalence class of these representations will be denoted as
D±
µ (k) and called the discrete series. When k = 1, the representations D±

µ (1)
are called limit of discrete series.

To classify (g,K)-modules of GL(2,R), we need some modification. We can
check that the representation of O(2) has a symmetric property: the set of K-
types is symmetric so that k ∈ Σ if and only if −k ∈ Σ. Hence D±

µ (k) cannot
be extended to GL(2,R), but D+

µ (k)⊕D−
µ (k) can be. We will denote the latter

one by Dµ(k), with (g,O(k))-module structure.
For the construction of principal series reresentation of GL(2,R), we define

χ : B(R) → C× as

χ

(
y1 x

y2

)
= χ1(y1)χ2(y2)

for χi(y) = sgn(y)ϵi |y|si , where ϵi ∈ {0, 1} and ϵ1 + ϵ2 ≡ ϵ (mod 2). Then we

denote Ind
GL(2,R)
B(R) (χ) as H(χ1, χ2), and we will denote by π(χ1, χ2) the under-

lying (g,O(2))-module of K-finite vectors. Note that H(χ1, χ2) ≃ H(s1, s2, ϵ)
since each function in H(χ1, χ2) is determined by its restriction to GL(2,R)+.
So there are two extensions of the GL(2,R)+-module structure on H(s1, s2, ϵ)
to a GL(2,R)-module structure (corresponds to the choice of (ϵ1, ϵ2)), and the
same is true for the corresponding (g,K)-modules.

Theorem 2.9 (Classification of (g,K)-module for GL(2,R)). 1. The finite
dimensional representations have a form of Symnρ0 ⊗ (χ ◦ det), where ρ0
is the standard representation and χ : R× → C a character.

2. If χ1, χ2 are characters of R× such that χ1χ
−1
2 ̸= sgn(·)ϵ| · |k−1, where

ϵ ≡ k (mod 2), then π(χ1, χ2) is an irreducible admissible (g,O(2))-module.

3. If µ ∈ C and k ≥ 1 an integer, then we have discrete series Dµ(k) (k ≥ 2)
and limits of discrete series Dµ(1).

2.4 Unitaricity and intertwining integrals

Now we will see which representations in the above list are unitarizable. For
some special case (so-called complementary series), we will show that the rep-
resentation is unitary by using the intertwining integral, which is an hidden
explicit isomorphism between two isomorphic (g,K)-modules.

The following theorem tells us that induced representation of unitary repre-
sentation is again unitary in some special case.

Theorem 2.10. Let G be a unimodular locally compact group, P be a closed
subgroup, and K be a compact subgroup such that PK = G, so that P\G is
compact. If (σ, V ) is a unitary representation of P with an inner product ⟨, ⟩,
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then the induced representation IndGP (σ) is also unitary with respect to the inner
product

⟨⟨f1, f2⟩⟩ =
∫
K

⟨f1(κ), f2(κ)⟩dκ.

Proof. It is easy to check that the function g 7→ ⟨f1(g), f2(g)⟩ is in C(P\G, δ),
i.e. satisfies f(pg) = δ(p)f(g) for all p ∈ P and g ∈ G. One can prove that the
linear functional I : C(P\G, δ) → C defined as I(f) =

∫
K
f(κ)dκ is G-invariant

under the right regular representation, by showing that the map Λ : Cc(G) →
C(P\G, δ), ϕ 7→ (g 7→

∫
P
ϕ(pg)dp), is surjective and I(Λf) =

∫
G
f(g)dg. For

details, see Lemma 2.6.1 in [bu].

Using this, we can prove that there are some class of representations that
are induced from unitary representation, so is unitarizable.

Theorem 2.11. Let µ be a pure imaginary number, λ ≥ 1
4 be a real numbers,

ϵ ∈ {0, 1}, and assume that λ is not of the form k
2

(
1− k

2

)
for any integer

k ≡ ϵ (mod 2). Then Pµ(λ, ϵ) contains a unitary representation of GL(2,R)+.

Proof. With the assumption, we can easily check that s1, s2 satisfying µ =
s1 + s2, s = 1

2 (s1 − s2 + 1), λ = s(1 − s) are all pure imaginary. Then the
character χ : B(R)+ → C× defined as

χ

(
y1 x

y2

)
= sgn(y1)

ϵ|y1|s1 |y2|s2

is unitary and the induced representation that is contained in the class Pµ(λ, ϵ)
is also unitary by the previous theorem.

If (π,H) is a unitary representation of G and X ∈ g, then the action of
X on H∞ is skew-symmetric, i.e. ⟨Xv,w⟩ = −⟨v,Xw⟩ for all v, w ∈ H∞.
Especially, we have ⟨Rv,w⟩ = −⟨v, Lw⟩. The following theorem give some
necessary conditions for unitaricity.

Theorem 2.12. Let (π,H) be a unitary representation of G = GL(2,R)+.

1. If Z and ∆ in Ug acts by scalars µ and λ, then µ ∈ iR and λ ∈ R.

2. Assume that (π,H) is in the class of Pµ(λ, ϵ), where λ is not of the form
k
2

(
1− k

2

)
for integer k ≡ ϵ (mod 2). If ϵ = 0, then λ > 0, and if ϵ = 1,

then λ > 1
4 .

Proof. 1 follows from the fact that Z ∈ g, so action is skew-symmetric, and the
action of ∆ is symmetric. For 2, we know that H(k) ̸= 0 for all k ≡ ϵ (mod 2).
From −4∆ − H2 + 2H = 4RL, Hfk = kfk (where 0 ̸= fk ∈ H(k)), and
⟨RLfϵ, fϵ⟩ = ⟨Lfϵ, Lfϵ⟩ > 0, we get −4λ−ϵ2+2ϵ < 0 which gives the results.

From the above theorems, we know unitarizability of Pµ(λ, ϵ) except for
ϵ = 0 and 0 < λ < 1

4 . We will also show that these representations are also
unitary, but induced from nonunitary representations of Borel subgroup. Such
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representations are called complementary series, and the corresponding eigen-
values are exceptional eigenvalues.

To construct such representation, we will use intertwining integral. We know
that H(s1, s2, ϵ) and H(s2, s1, ϵ) are isomorphic, when they are irreducible, as
(g,K)-module since they have the same λ and µ. Also, when they are not
irreducible (when λ = k

2

(
1− k

2

)
) they are not isomorphic, but their composition

factors are isomorphic. We will construct an intertwining map between those
to representations as an integral.

For s ∈ C, the operators M(s) are defined by

(M(s)f)(g) =

∫ ∞

−∞
f

((
0 −1
1 0

)(
1 x
0 1

)
g

)
dx.

The next proposition shows that this is the desired intertwining map, when the
integral converges.

Proposition 2.12. Let f ∈ H∞(s1, s2, ϵ) and suppose ℜs > 1
2 where s =

1
2 (s1 − s2 + 1), so that ℜs1 > ℜs2. Then the integral M(s)f is convergent and
define an intertwining map

M(s) : H∞(s1, s2, ϵ) → H∞(s2, s1, ϵ).

Also, it sends a K-finite vector to a K-finite vector, which therefore induces a
homomorphism of (g,K)-modules H(s1, s2, ϵ)fin → H(s2, s1, ϵ)fin.

Proof. It is almost direct to check that the map is indeed an intertwining map,
if we know that the intertwining map is convergent. For the convergence, we
only need to check convergence for g = 1 (since M(s) is an intertwining map).
The identity(

−1
1

)(
1 x

1

)
=

(
∆−1
x −x∆−1

x

∆x

)
κθ(x)

∆x =
√
1 + x2, θ(x) = arctan

(
− 1

x

)
.

gives

(M(s)f)(1) =

∫ ∞

−∞
(1 + x2)−sf(κθ(x))dx,

and by the boundedness of f on K, the integral converges if∫ ∞

−∞

1

|(1 + x2)s|
dx

converges, which is true for ℜs > 1
2 . To check that M(s)f ∈ H∞(s2, s1, ϵ), it is

enough to check the following equations

(M(s)f)

((
1 ξ

1

)
g

)
= (M(s)f)(g)

(M(s)f)

((
y1

y2

)
g

)
= |y1|s2+

1
2 |y2|s1−

1
2 (M(s)f)(g)
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for ξ ∈ R and y1, y2 > 0, which can be checked by direct computation (with
some substitutions). Smoothness andK-finiteness are also can be easily checked
from

(M(s)f)(κt) =

∫ ∞

−∞
(1 + x2)−sf(κθ(x)+t)dx.

We can also compute the effect of M(s) on a K-finite vector.

Proposition 2.13. If ℜs > 1
2 , we have

M(s)fk,s = (−1)k
√
π

Γ(s)Γ
(
s− 1

2

)
Γ
(
s+ k

2

)
Γ
(
s− k

2

)fk,1−s.
Proof. It is enough to show for g = 1, which is equivalent to∫ ∞

−∞
(1 + x2)−s exp(ikθ(x))dx = (−1)k

√
π

Γ(s)Γ
(
s− 1

2

)
Γ
(
s+ k

2

)
Γ
(
s− k

2

) .
Under the substitution y = x−i

x+i , the integral equals

2i(−i)k4−s
∫
C

(1− y)2s−2(−y) k
2−sdy

where C is a contour consisting of unit circle centered at the origin and moves
counterclockwise. For the convergence, we may assume ℜ(2s−1),ℜ(k2 − s) > 0,
and use analytic continuation on k. If we deform the contour C so that it
proceeds directly from 1 to 0 along real axis, circles the origin in the coun-
terclockwise direction, then returns to 1 along the real line, then the integral
became

2i(−i)k4−s[e−iπ(s−k/2) − eiπ(s−k/2)]

∫ 1

0

(1− y)2s−2yk/2−sdy

= (−1)k
√
π

Γ(s)Γ
(
s− 1

2

)
Γ
(
s+ k

2

)
Γ
(
s− k

2

) ,
which follows from the Beta function identity and some other formulas of Gamma
function.

Now we can prove that the complementary series is unitary.

Theorem 2.13. Let µ ∈ iR and 0 < λ < 1
4 . Then Pµ(λ, 0) contains a repre-

sentative that is a unitary representation.

Proof. For s1, s2 ∈ C, we have a Hermitian pairing

H∞(s1, s2, ϵ)×H∞(−s1,−s2, ϵ) → C

(f, f ′) 7→
∫
K

f(κ)f ′(κ)dκ
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which is G-invariant.
Now assume that s1 = −s2 and s2 = −s1, so that µ = s1 + s2 ∈ iR and

s = 1
2 (s1 − s2 + 1) ∈ R. Since H∞(s2, s1, ϵ) = H∞(−s1,−s2, ϵ), we can define

Hermitian pairing on H∞(s1, s2, ϵ) by

⟨f, f ′⟩ =
∫
K

f(κ)iϵ(M(s)f ′)(κ)dκ,

which is G-invariant. We only need to show that this pairing is positive definite,
and it follows from the following computation

⟨fk,s, fk,s⟩ = (−1)
k
2
√
π

Γ(s)Γ
(
s− 1

2

)
Γ
(
s+ k

2

)
Γ
(
s− k

2

)
which is positive for 1

2 < s < 1 and even k.

In contrast, finite dimensional representations are not unitary in general. In
fact, the easiest ones are the only one which are unitary.

Proposition 2.14. The only irreducible finite dimensional unitary representa-
tion of GL(n,R)+ are 1-dimensional character g 7→ det(g)r where r ∈ iR.

Proof. Finite dimensional unitary representation of GL(n,R)+ can be regarded
as a homomorphism π : GL(n,R)+ → U(m) where m is the dimension of the
representation. Since U(m) is compact, image of π is also compact. It is known
that SL(n,R) is simple for odd n and PSL(n,R) = SL(n,R)/{±I} is simple for
even n, so the only compact homomorphic image of SL(n,R) is the trivial group.
Hence SL(n,R) ⊂ kerπ and the representation factors through the determinant
map. Now we know that the only unitary representation of R×

+ are of the form
t 7→ tr for r ∈ iR.

The only thing remain that we have to figure out is unitarizability of discrete
series. We will prove that there is a unitary representation in the infinitesimal
equivalence class D±(k) for k > 1, by constructing such representation on a
space of holomorphic functions on H which has bounded L2-norm. We know
that µ ∈ iR if the representation is unitary, and we may assume µ = 0 as before.

Theorem 2.14. 1. Let H be the space of holomorphic functions f on the
upper half plane H which satisfies∫

H
|f(z)|2yk dxdy

y2
<∞.

Define the G = GL(2,R)+ action on H by

(π±(g)f)(z) = (ad− bc)k/2(∓bz + d)−kf

(
az ∓ c

∓bz + d

)
, g =

(
a b
c d

)
.

Then (π±,H) are admissible unitary representations in D±(k).
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2. Let Z be the center of G = GL(2,R)+. Then the right regular represen-
tation of G on L2(G/Z) contains an irreducible admissible representation
in the class D±(k).

Proof. The automorphism ι : G→ G defined as

ι

((
a b
c d

))
=

(
a −b
−c d

)
relates π+ and π− by π+(g) = π−(ι(g)). Thus it is sufficient to show that
(π−,H) is an irreducible admissible representation in D−(k).

Define the representation (π,H) by

π(g)f = f |kg−1

where |k is the weight k slash operator, i.e.

(f |kg)(z) = det(g)k/2(cz + d)−kf

(
az + b

cz + d

)
for g ∈ GL(2,C). Then π ≃ π− since π−(g)f = π(w0gw

−1
0 )f for w0 =

(
0 −1
1 0

)
.

So it is enough to show that (π,H) is an irreducible admissible representation
in D−(k).

Let s1 = −s2 = (k − 1)/2, so that s = k/2 and µ = 0, and let ϵ ∈ {0, 1}
with ϵ ≡ k (mod 2). We can define a bilinear pairing ⟨⟨ , ⟩⟩ : H∞(s1, s2, ϵ) ×
H∞(−s1,−s2, ϵ) → C by

⟨⟨f1, f2⟩⟩ =
∫
K

f1(κ)f2(κ)dκ

which is G-equivariant. Now we define a map σ : H∞(−s1,−s2, ϵ) → C∞(G)
by

(σf)(g) = ⟨⟨ρ(g)fk,s, f⟩⟩,
then the function

(Σf)(z) = y−k/2(σf)

((
y1/2 xy−1/2

y1/2

))
is an holomorphic function on H that satisfies (Σf |kg)(i) = (σf)(g). (Holomor-
phicity follows from L(σf) = 0.)

We will now prove that

Σfl,1−s = c(l)(z − i)−(i+k)/2(z + i)(l−k)/2

for some constant c(l) which is zero for l > −k. We have

(σfl,1−s)(κθg) = ⟨⟨ρ(g)fk,s, ρ(κ−1
θ )fl,1−s⟩⟩ = e−ilθ(σfl,1−s)(g),

and this implies that the function ϕ = Σfl,1−s satisfies

ϕ|kκθ = e−ilθϕ.
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If C = − 1+i
2

(
i 1
i −1

)
(Cayley transform), ψ := ϕk|C−1 is a function on the unit

disk with

ψ
∣∣∣
k

(
eiθ

e−iθ

)
= e−ilθψ

and if we consider the Taylor expansion of ψ, we get ψ(w) = cw(−l−k)/2 for some
constant c, which implies ϕ = c(l)(z− i)−(i+k)/2(z+ i)(l−k)/2 where c(l) = 0 for
l > −k. From this, the kernel of the map Σ : H(−s1,−s2, ϵ) → Cω(H) contains
the (reducible) invariant subspace ⟨fl,1−s : l ≥ 2 − k⟩, and we can check that
Σfl,1−s are all square-integrable for l ≤ −k by using the explicit description, so
the image lies in H. Also, Σfl,1−s span H for l ≤ −k because as a function on
the unit disk (via Cayley transform), power series expansion of a holomorphic
function on the unit disk can be regarded as a Fourier expansion in terms of
Σfl,1−s. This completes the proof of 1.

For 2, note that the correspondence between σf and Σf is an isometry,
and this gives a realization of D−(k) in the left regular representation of G
on L2(G/Z), and it can be transferred to the right regular representation by
composing with g 7→ g−1.

The limits of the discrete series representation D±(1) also can be realized in
a space of holomorphic functions on H with the norm

|f |2 = sup
y>0

∫ ∞

−∞
|f(x+ iy)|2dx,

but we don’t need this since they are subrepresentations of H(0, 0, 1), which is
already unitary.

Until now, we studied which (g,K)-module arises from irreducible admissible
unitary representation of GL(2,R)+. The following theorem tells us that this
actually classifies all the irreducible unitary representations.

Theorem 2.15. Irreducible admissible unitary representation of GL(2,R)+ is
determined by the corresponding (g,K)-module.

Proof. Let (π,H) and (π′,H′) be irreducible admissible unitary representations
of G = GL(2,R)+ such that the spaces V = Hfin and V ′ = H′

fin are isomorphic
as (g,K)-modules, and let ϕ : V → V ′ be an isomorphism. Decompose V and
V ′ as V = ⊕kV (k), V ′ = ⊕kV ′(k) and choose k so that V (k) ̸= 0. Then we
can find 0 ̸= x ∈ V (k) which satisfies |x| = 1, and by normalizing ϕ we can also
assume that |ϕ(x)| = 1. (Note that all the spaces V (k) are at most 1-dimension.)
Then

|Rx|2 = ⟨Rx,Rx⟩ = −⟨LRx, x⟩ =
(
λ+

k

2

(
1 +

k

2

))
⟨x, x⟩ = λ+

k

2

(
1 +

k

2

)
,

and we get the same result for |Rϕ(x)|. By repeating this, we can prove that
|Rnx| = |Rnϕ(x)| and |Lnx| = |Lnϕ(x)| for all n ≥ 1, which proves that ϕ is an
isometry. Since H and H′ are Hilbert space completions of V and V ′, we can
extend ϕ to an isometry ϕ : H → H′.
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Now we have to show that ϕ is an intertwining operator. For f ∈ V = Hfin

and X ∈ g, we have

ϕ(π(eX)f) =
∑
n≥0

1

n!
ϕ(Xnf) =

∑
n≥0

1

n!
Xnϕ(f) = π′(eX)ϕ(f)

and the result follows from the fact that V ⊂ H is dense and G is generated by
elements of the form eX .

By combining all of the results, we get the following classification.

Theorem 2.16 (Unitary representations of GL(2,R)+). The following is a
complete list of the isomorphism classes of irreducible admissible unitary repre-
sentations of GL(2,R)+:

1. 1-dimensional representation g 7→ det(g)µ for µ ∈ iR.

2. The principal series Pµ(λ, ϵ) with µ ∈ iR, ϵ ∈ {0, 1} and λ ∈ R with λ ≥ 1
4 .

3. The complementary series Pµ(λ, 0) with µ ∈ iR and 0 < λ < 1
4 .

4. The holomorphic discrete series and limits of discrete series D±
µ (k) with

µ ∈ iR.

2.5 Whittaker models

Now we know all the representations of GL(2,R). However, if someone give an
arbitrary abstract representation, then it is not easy to study it directly. To
resolve such a problem, we may realize the abstract representation as a space
of certain functions with an explicit and easy action (right translation). This is
a main philosophy of Whittaker models, and we will show that it is possible to
realize almost all representations as a space of such functions.

Let W : GL(2,R)+ → C be a smooth function that satisfies

W

((
1 x

1

)
g

)
= ψ(x)W (g)

for a fixed nontrivial unitary additive character of R, which has a form of Ψ(x) =
Ψa(x) = eiax where 0 ̸= a ∈ R. We say that W is of moderate growth if, when
we express the function W in terms of u, x, y, θ via Iwasawa decomposition, it is
bounded by a polynomial in y as y → ∞. We say that W is rapidly decreasing
if yNW → 0 as y → ∞ for any N > 0. We say that W is analytic if it is locally
given by a convergent power series. The function W satisfying the functional
equation and of moderate growth is called Whittaker function.

The following proposition shows uniqueness of such function with fixed eigen-
values of ∆ and Z.
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Proposition 2.15. Let µ, λ ∈ C and k ∈ Z. Let W(λ, µ, k) be the space of
Whittaker functions with prescribed eigenvalues λ, µ of ∆, Z and weight k, i.e.
the space of functions W : GL(2,R)+ → C satisfying

W

((
1 x

1

)
gκθ

)
= ψ(x)eikθW (g)

∆W = λW

ZW = µW

and is of moderate growth. Then W(λ, µ, k) is one-dimensional, and a function
in this space is actually rapidly decreasing and analytic. Also, the operators R
and L map W(λ, µ, k) to W(λ, µ, k + 2) and W(λ, µ, k − 2), respectively.

Proof. We will assume that ψ(x) = ψ1/2(x) = eix/2. The condition ZW = µW
implies

W

((
u

u

)
g

)
= uµW (g)

and we get

W (g) = uµei(x/2+kθ)w(y), w(y) =W

(
y1/2

y−1/2

)
where g = ( u u )

(
y1/2 xy−1/2

y−1/2

)
κθ. Then the condition ∆W = λW is equivalent

to the 2nd order differential equation

w′′ +

(
−1

4
+

k

2y
+

λ

y2

)
w = 0.

It is known that there exists two linearly independent solutions of this equa-
tion, W k

2 ,s−
1
2
(y) and W− k

2 ,s−
1
2
(−y), which are asymptotically e−y/2yk/2 and

ey/2(−y)−k/2. (Here s = 1
2 +(−λ+ 1

4 )
1/2, and such functions are classical Whit-

taker functions.) Thus the assumption of moderate growth excludes the second
solution and W(λ, µ, k) is 1-dimensional space spanned by the function

Wk,λ,µ(g) = uµei(x/2+kθ)W k
2 ,s−

1
2
(y),

which is known to be rapidly decreasing and analytic. The statement about
R and L action also follows from analytic properties of classical Whittaker
functions.

From this, we can prove uniqueness of Whittaker model.

Theorem 2.17. Let (π, V ) be an irreducible admissible (g,K)-module for G =
GL(2,R)+ or GL(2,R). Then there exists at most one space W(π, ψ) of smooth
K-finite Whittaker functions W which is isomorphic to (π, V ) as a (g,K)-
module. Every function in W(π, ψ) is rapidly decreasing and analytic.
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Proof. Let µ, λ be scalars corresponds to action of Z and ∆. Decompose V as
⊕kV (k). If V (k) ̸= 0, then its image under the isomorphism with W(π, ψ) is
W(λ, µ, k), and the previous theorem implies uniqueness and analytic properties.

Such uniqueness is important, and we also have uniqueness theorem for non-
archimedean local fields (we will prove this in Chapter 3 using the theory of
Jacquet functor). By combining uniqueness result for archimedean and non-
archimedean local fields, we get the global result, which is called multiplicity
one.

2.6 Classical Automorphic Forms and Spectral Problem

In this section, we will see how the representation theory relates to classical
modular forms, Maass forms and spectral problems.

First, the elements R,L,H,∆ ∈ UgC coincide with the classical Maass op-
erators. Recall that we have (weight k) Maass differential operators

Rk = (z − z)
∂

∂z
+
k

2

Lk = −(z − z)
∂

∂z
− k

2

and the (weight k) Laplacian

∆k = −y2
(
∂2

∂x2
+

∂2

∂y2

)
iky

∂

∂x

which acts on the space of smooth functions on H, the complex upper half plane.
Since H ≃ SL(2,R)/SO(2), we can lift such function as a smooth function
on SL(2,R), so on G = GL(2,R)+ by letting it translation invariant under
Z(R)+ = {( a a ) : a > 0}. This gives a 1-1 correspondence between space of
functions on H and on G. More precisely:

Proposition 2.16. Let Γ be a discrete cofinite subgroup of G and let χ : Γ →
C× be a character. Let L2(Γ\H, χ, k) be a space of functions f(z) on H satis-
fying

χ(γ)f(z) =

(
cz + d

|cz + d|

)k
f

(
az + b

cz + d

)
=: (f ||kγ)(z), γ =

(
a b
c d

)
∈ Γ

and ∫
Γ\H

|f(z)|2 dxdy
y2

<∞.

Similarly, let L2(Γ\G,χ, k) be a space of functions F (g) on G satisfying

F (γguκθ) = χ(γ)eikθF (g), γ ∈ Γ, u ∈ Z+, g ∈ G, κθ ∈ SO(2)

26



and ∫
G/Z+

|F (g)|2dg <∞.

There is a Hilbert space isomorphism

σk : L2(Γ\H, χ, k) → L2(Γ\G,χ, k)

given by
(σkf)(g) = (f ||kg)(i).

Proof. Proof follows from direct computations. The inverse map is given by

f(z) = F

((
y x

1

))
for given F ∈ L2(Γ\G,χ, k).

The main point is that under this isomorphism, Maass differential operators
and the (weight k) Laplacian operator correspond to the elements R,L,∆ ∈ UgC
we defined.

Proposition 2.17. Let R,L,H,∆ be elements in UgC we defined before. Then
it acts as differential operators on C∞(G). We have

dR = e2iθ
(
iy
∂

∂x
+ y

∂

∂y
+

1

2i

∂

∂θ

)
dL = e−2iθ

(
−iy ∂

∂x
+ y

∂

∂y
− 1

2i

∂

∂θ

)
dH = −i ∂

∂θ

∆ = −y2
(
∂2

∂x2
+

∂2

∂y2

)
+ y

∂2

∂x∂θ

where x, y, θ are parameters in the Iwasawa decomposition of g ∈ G. Also, we
have

σk+2 ◦Rk = R ◦ σk, σk−2 ◦ Lk = L ◦ σk, σk ◦∆k = ∆ ◦ σk.

We know that there are three types of automorphic forms on Γ\H:

1. Holomorphic modular forms: For a given character χ : Γ → C× and k ≥ 1
with χ(−I) = (−1)k, a weight k holomorphic modular form on Γ is a
holomorphic function f : H → C satisfying f(γz) = χ(γ)(cz + d)kf(z) for
all γ ∈ Γ, z ∈ H, and holomorphic at the cusps of Γ.

2. Maass forms: Also a function on H, but smooth, not holomorphic. f :
H → C satisfies (f ||kγ)(z) = χ(γ)f(z) for γ ∈ Γ, and an eigenfunction of
the Laplacian operator ∆k.
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3. The constant function. f(z) = 1 for all z ∈ H is clearly invariant under
(any) discrete subgroup Γ ⊂ G. More generally, f(z) = ys is also an
automorphic form for any s ∈ C.

Why are there precisely these types of automorphic forms on Γ\H and no oth-
ers? You may see that this list of automorphic forms are very similar to the
classification of (g,K)-modules of GL(2,R)+ (and GL(2,R)). In fact, this gives
an answer to the above question. We can consider such an automorphic form
f(z) on H as a function F (g) on G (by the above map σk), and we can consider
a (g,K)-submodule generated by the single element F (g). This is an irreducible
admissible (g,K)-module (admissibility is a result of Harish-Chandra, see The-
orem 4.4), and the previous classification gives us three types of automorphic
forms.

Another important question is the spectral problem. We can formulate it as
follows:

1. Determine the spectrum of the symmetric unbounded operator ∆k on
L2(Γ\H, χ, k).

2. Determine the decomposition of the Hilbert space L2(Γ\G,χ) into irre-
ducible subspaces.

We don’t know the complete answer yet, but we understand some of them.
First, one can prove that such decomposition exists.

Theorem 2.18. L2(Γ\G,χ) decomposes into a Hilbert space direct sum of ir-
reducible representations, and L2(Γ\H, χ, k) decomposes into a Hilbert space
direct sum of eigenspaces for ∆k.

Proof. First statement uses Zorn’s lemma. If we define Σ to be the set of all
sets S of irreducible invariant subspaces of L2(Γ\G,χ) such that the elements
of S are mutually orthogonal, then there exists a maximal element S in Σ. If
we put H as the orthogonal complement of the closure of the direct sum of the
elements of S, then one can show that H = 0. (For details, see Theorem 2.3.3
in [bu].)

For the second statement, it is equivalent to showing that L2(Γ\G,χ, k)
decomposes into direct sum of eigenspaces of ∆. In Proposition 2.6, we showed
that C∞

c (K\G/K, σ) is a commutative ring, where σ(κθ) = eikθ. For each
character ξ of C∞

c (K\G/K, σ), let H(ξ) := {f ∈ L2(Γ\G,χ, k) : π(ϕ)f =
ξ(ϕ)f, ϕ ∈ C∞

c (K\G/K, σ)}. Here C∞
c (K\G/K, σ) ⊂ C∞

c (G) acts as

π(ϕ)f =

∫
G

ϕ(g)π(g)fdg.

One can show that
L2(Γ\G,χ, k) =

⊕
ξ

H(ξ),
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where the direct sum is a Hilbert space direct sum and ξ ranges through all
distinct characters of C∞

c (K\G/K, σ) with H(ξ) ̸= 0. Each of H(ξ) is finite di-
mensional. (Most of the result follows from the spectral theorem for self-adjoint
compact operators, applied to π(ϕ). See Theorem 2.3.4 of [bu] for details.)
Since ∆ commutes with π(ϕ) (recall that H lies in the center of UgC, and it
is both invariant under left and right regular representations - see Theorem
2.1), the spaces H(ξ) are ∆-invariant, so these decomposes as a direct sum of
∆-eigenspaces since ∆ is self-adjoint. Hence L2(Γ\G,χ, k) also decomposes as
∆k-eigenspaces.

Now the previous classification of irreducible admissible unitary representa-
tions of GL(2,R)+ gives the decomposition of L2(Γ\G,χ). For each irreducible
subspace H of it, ∆ acts as a scalar λ = λ(H) on H and it depends only on
the isomorphism class of H. According to the value of λ, the different types
of irreducible admissible unitary representations occur as constituents of the
decomposition with some multiplicity.

Theorem 2.19. The right regular representation of G on L2(Γ\G,χ) decom-
poses as following:

L2(Γ\G,χ) = C.1
⊕

 ⊕
λ ̸= k

2 (1−
k
2 ),k≡ϵ (mod 2)

λ≥ ϵ
4

m(λ, ϵ)P(λ, ϵ)


⊕ ⊕

k≥1
k≡ϵ (mod 2)

d(k, χ)(D+(k)⊕D−(k))


where m(λ, ϵ) is a multiplicity of P(λ, ϵ) in the decomposition, which is equal
to the multiplicity of the eigenvalue λ in L2(Γ\H, χ, k) for k ≡ ϵ (mod 2), and
d(k, χ) = dimMk(Γ, χ), the dimension of the space of weight k holomorphic
modular forms on Γ with character χ.

Proof. The only point worth to mention is the connection between discrete
series representations and holomorphic modular forms. The multiplicity of
D+(k) equals the dimension of the k

2

(
1− k

2

)
-eigenspace in L2(Γ\G,χ, k), or

in L2(Γ\H, χ, k). This eigenspace is isomorphic to the space of modular forms
Mk(Γ, χ): let H be an irreducible subspace that is isomorphic to D±(k). Then
H(k−2) = 0 implies that Lkf = 0 for any f ∈ L2(Γ\H, χ, k). This is equivalent
to y−k/2f(z) to be a holomorphic modular form in Mk(Γ, χ).

It is not hard to compute d(k, χ) (using Riemann-Roch theorem or other
tools), but it is extremely hard to compute m(λ, ϵ) and we conjecture that all of
them are one, but until now, we don’t know any single exact value of it. (There
are some known upper bounds.) It is known that if Γ is cocompact (i.e. Γ\H is
compact), it is known that the spectrum of ∆k on L2(Γ\H, χ, k) is discrete and
the eigenvalues λ1 < λ2 < · · · tend to infinity.
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3 Non-archimedean theory

Now we will get into the representation theory of GL(2, F ) over non-archimedean
local fields. Archimedean and non-archimedean cases are very similar, but also
very different. Their topologies are completely different from archimedean case,
which make the situations easier or harder. However, their representations are
very similar. For example, we can construct most of the representation from
principal series representations, which are induced representations of characters
of Borel subgroup, as in the archimedean case.

There are some other representations that do not come from principal series
representations, which are called supercuspidal representations. Such represen-
tations are also interesting, and we will present some methods to construct such
representations (Weil representations).

3.1 Smooth and admissible representation

In this section, we will fix some notations as follows:

• F : a non-archimedean local field

• O: a ring of integers

• p: the unique maximal ideal of O

• ϖ: a uniformizer, i.e. generator of p

• k = O/p: a residue field

• q: cardinality of k

• v : F → Z ∪ {∞}: normalized valuation of F

• dx: nomalized additive Haar measure

• d×x: normalized multiplicative Haar measure

The biggest difference between archimedean and non-archimedean local fields is
the topology. Every group over non-archimedean local fields that we will see will
be totally disconnected locally compact spaces. Such groups always have a basis
of open subgroups at the identity, which can be chosen as normal subgroups
when G is compact. For example, in case of G = GL(n, F ), the subgroups
K(ϖn) (n ≥ 0) of elements in GL(n,O) congruent to identity modulo ϖn forms
such a basis, and these are even normal in a compact subgroup GL(n,O).

As in the archimedean case, we will concentrate on representations that we
can handle, which are smooth and admissible representations.

Definition 3.1. Let G be a totally disconnected locally compact group and (π, V )
be a representation of G. We say that π is smooth if Stab(v) = {g ∈ G :
π(g)v = v} is open for all v ∈ V . If π is smooth and V U = {v ∈ V : π(g)v =
v ∀g ∈ U} is finite dimensional for any open subgroup U ⊂ G, then V is called
admissible.
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One can check that complex representation of G is smooth if and only if the
map π : G×V → V is continuous, where V is given by usual complex topology.

Admissible representations are important because they satisfy important
properties that also holds for representations of finite groups. Also, most of the
properties can be proved by using the corresponding result of representations
of finite groups. For example, the following theorem shows that any smooth
representation of totally disconnected locally compact group is semisimple, and
each isotypic part of the decomposition is finite dimensional if and only if the
representation is admissible.

Proposition 3.1. Let (π, V ) be a smooth representation of G and K be a com-
pact open subgroup of G. Then V is semisimple, i.e.

V =
⊕
ρ∈K̂

V (ρ) (algebraic direct sum).

π is admissible if and only if V (ρ) is finite dimensional for all ρ.

Proof. We show first that V ⊂
∑
ρ∈K̂ V (ρ). For v ∈ V , it is fixed by a compact

open subgroup K0 of K, which can be assumed to be normal. Then

v ∈ V K0 =
⊕
ρ∈Γ̂

V (ρ) ⊆
∑
ρ∈K̂

V (ρ)

where Γ = K/K0, which is finite.
To show that the sum is direct, let’s assume that it is not, so

∑
ρ∈S cρvρ = 0

for some finite subset S ⊂ K̂, vρ ∈ V (ρ) and cρ ∈ C that are not all zero. If we
put K0 = ∩ρ∈S ker(ρ), then we obtain a contradiction to the directness of the
summation for Γ = K/K0.

For the last statement, V (ρ) ⊂ V ker(ρ) implies that V (ρ) is finite dimensional
if π is admissible since ker(ρ) is an open subgroup. Conversely, if π is not
admissible, then V K0 is infinite dimensional for some open normal subgroup K0

of K. From V K0 = ⊕
ρ∈K̂/K0

V (ρ), since K/K0 is a finite group, V (ρ) is infinite

dimensional for some ρ.

We call that a linear functional v̂ : V → C is smooth if there exists an
open neighborhood U of identity such that ⟨π(g)v, v̂⟩ = ⟨v, v̂⟩ for all g ∈ U and

v ∈ V . We will denote the space of smooth linear functionals as V̂ . For any
representation (π, V ), we define its contragredient representation (π̂, V̂ ) by

⟨v, π̂(g)v̂⟩ = ⟨π(g−1)v, v̂⟩.

By smoothness, we can check that V̂ also decomposes as

V̂ =
⊕
ρ

V (ρ)∗

so the contragredient of an admissible representation is admissible.
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As in the archimedean case, representation π of G on the space V induces
an action of Hecke algebra H = C∞

c (G) of compactly supported smooth func-
tions, i.e. locally constant functions, where the multiplication is given by the
convolution

(ϕ1 ∗ ϕ2)(g) =
∫
G

ϕ1(gh
−1)ϕ2(h)dh.

The action of H is given by

π(ϕ)v =

∫
G

ϕ(g)π(g)vdg

which satisfies π(ϕ1 ∗ ϕ2) = π(ϕ1) ◦ π(ϕ2). Note that the above integration
is actually a finite sum. There’s no identity in the algebra H. However, for
any compact open subgroup of G, the subalgebra of K0-biinvariant functions
HK0

= C∞
c (K0\G/K0) has an identity element

ϵK0 =
1

|K0|
1K0

.

The following proposition shows that irreducibility of the representation is equiv-
alent to irreducibility of correponding Hecke algebra representation.

Proposition 3.2. Let (π, V ) be a smooth representation of G. TFAE:

1. π is irreducible.

2. V is a simple H-module.

3. V K0 is either zero or simple HK0
-module for all open subgroup K0 of G.

Proof. We will show that G-invariance of subspace is equivalent toH-invariance,
which proves 1 ⇔ 2. Clearly, G-invariant space is also H-invariant. Conversely,
let W ⊂ V be a H-invariant subspace. Assume that W is not G-invariant,
so that π(g)w ̸= w for some g ∈ G and w ∈ W . Now w is fixed by some
neighborhood N of the identity, so let ϕ = 1

|N |1gN then we have w = π(ϕ)w =

ϕ(g)w, a contradiction.
3 ⇒ 2 is also simple: assume that V is not simple and let W ⊂ V be a

proper H-submodule. From V = ∪K0V
K0 , we can find K0 small enough so that

WK0 is a nonzero proper subspace of V K0 .
For 2 ⇒ 3, let W0 ⊂ V K0 be a nonzero proper HK0

-submodule. We will
show that π(H)W0 ∩ V K0 = W0, which implies that π(H)W0 is a nonzero
proper H-submodule of V . Assume that w =

∑
i π(ϕi)wi ∈ π(H)W0 ∩ V K0 ,

where wi ∈ W0. Since wi ∈ V K0 and w ∈ V K0 , we have π(ϵK0)wi = wi
and π(ϵK0

)w = w, which shows that w =
∑
i π(ϵK0

∗ ϕi ∗ ϵK0
)wi. However,

ϵK0
∗ ϕi ∗ ϵK0

∈ HK0
and since W0 is HK0

-stable, we get w ∈W0.

Another important feature is that irreducible admissible representations are
determined by their characters. For a representation of a finite group G, we
defined its character as a trace of the representation, i.e. the function χ :
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G → C defined as χ(g) = Tr(π(g)). We can also define character of admissible
representations as a distribution on H = C∞

c (G). The key property of trace
is that the trace of L : V → V is same as the trace of restriction L|W on any
invariant subspace W ⊆ V . From this, we can define the character χ : H → C
as follows: for any f ∈ H, there exists an open compact subgroup K0 such
that f ∈ HK0 . Then V

K0 is invariant under π(f), which is a finite dimensional
subspace, so the trace of the map is well-defined and we let χ(f) = Tr(π(f)).

Theorem 3.1. Let (π1, V1) and (π2, V2) be irreducible admissible representa-
tions of the totally disconnected locally compact group G. If characters of π1
and π2 agree, then the two representations are equivalent.

Proof. It is known that for any k-algebra R, structure of simple R-module is
completely determined by traces of endomorphisms induced by multiplication of
elements in R. Hence the assumption implies that V K1

1 ≃ V K1
2 as HK1

-modules
for any open compact subgroup K1 of G.

LetK0 be a small open compact subgroup so that V K0
1 and V K0

2 are nonzero.
By hypothesis, we have an HK0

-module isomorphism σK0
: V K0

1 → V K0
2 , which

is unique up to constant by Schur’s lemma. Then for any open subgroup K1 ⊂
K0, we can extend σK0

uniquely to a HK1
-module isomorphism σK1

: V K1
1 →

V K1
2 . Indeed, the existence is in our hypothesis and from V K0

i = πi(ϵK0)V
K1
i

we have

σK1
(V K0

1 ) = σK1
(π1(ϵK0

)V K1
1 ) = π2(ϵK0

)(σK1
(V K1

1 )) = π2(ϵK0
)V K1

2 = V K0
2 ,

so σK1
|
V

K0
1

: V K0
1 → V K0

2 is an HK0
-module isomorphism, and uniqueness

implies that the restriction of σK1 and σK0 agrees up to scalar, so we can
assume that they coincides on V K0

1 by normalizing. Now we can repeat this for
an open compact basis of identities {Kn}n≥0, and we get a map σ : V1 → V2
which is an H-module isomorphism.

To show that σ is an intertwining operator, let g ∈ G and v ∈ V1. Choose
an open compact subgroup K1 such that v ∈ V K1 , and let ϕ = 1

|K1|1gK1
. Then

π1(ϕ)v = π1(g)v and π2(ϕ)σ(v) = π2(g)σ(v), and we get

σ(π1(g)v) = σ(π1(ϕ)v) = π2(ϕ)σ(v) = π2(g)σ(v).

This shows that σ is an intertwining operator between V1 and V2.

Using the theorem, we can prove that contragredient representation of GL(2, F )
is isomorphic to other representations on the original space with different actions
by comparing characters.

Theorem 3.2. Let G = GL(n, F ) with F non-archimedeal local field, and let
(π, V ) be an irreducible admissible representation of G.

1. Let (π1, V ) be a representation defined as π1(g) = π(T g−1). Then π̂ ≃ π1.

2. For n = 2, let ω be the central quasi-character of π. Define (π2, V ) on the
same space as π2(g) = ω(det(g))−1π(g). Then π̂ ≃ π2.
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Here the central character ω : F× → C× is a character corresponds to the
action of π restricted to Z(F ). Note that the center acts as a scalar by Schur’s
lemma.

Proof. For ϕ ∈ C∞(G), let ϕ′, ϕ′′ ∈ C∞(G) as ϕ′(g) = ϕ(g−1), ϕ′′(g) = ϕ(T g−1).
We know that character is conjugation invariant, and it is known that conju-
gation invariant distribution on GL(n, F ) is also transpose invariant. (This is
a nontrivial result proved by Bernstein-Zelevinski. You can found a proof in p.
449 of [bu].) Hence we have

χπ1
(ϕ) = χπ(ϕ

′′) = χπ(ϕ
′) = χπ̂(ϕ)

where the last equality follows from the fact that π(ϕ) and π̂(ϕ′) are adjoints of
each other, so have equal trace.

For 2, the following identity

T g−1 =

(
det(g)

det(g)

)−1

w−1gw, w =

(
−1

1

)
shows that π(w) is an intertwining operator from (π1, V ) to (π2, V ).

By the previous theorem, we can directly check that irreducibility of admis-
sible representation is preserved by taking dual.

Proposition 3.3. Let π be an admissible representation of GL(n, F ). Then π
is irreducible if and only if π̂ is irreducible.

Proof. π-invariant subspace is also π1-invariant.

There’s one more thing worth to mention about totally disconnected locally
compact groups. We use the following no small subgroup argument several
times, which is very useful and important.

Proposition 3.4 (No small subgroups argument). Let G be totally disconnected
locally compact group, so that it has a basis of open neighborhoods of the identity
consisting of open and compact subgroups. For any homomorphism ϕ : G →
GL(n,C), the kernel kerϕ contains an open subgroup.

Proof. It is enough to show that there exists an open neighborhood N of the
identity of GL(n,C) that does not contain any nontrivial open subgroups. Then
we can take the compact open subgroup that is contained in ϕ−1(N). To show
the existence of such N , let g = gl(n,C) be its Lie algebra and let exp : g → G′

be the exponential map. Since exp is a local homeomorphism, we can find an
open neighborhood U ⊆ g of the identity such that exp : U → exp(U) is a
homeomorphism. Fix an inner product on g and we can assume that U is of
the form {v ∈ g : |v| < ϵ for some ϵ > 0. Let V = 1

2U = {v ∈ g : 2v ∈
U} = {v ∈ g : |v| < ϵ/2}. We will show that exp(V ) contains no nontrivial
subgroups. Suppose that H is a nontrivial subgroup contained in exp(V ) and
choose 1 ̸= g ∈ H and v ∈ V so that g = exp(v). Since g2 ∈ H, g2 = exp(w)
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for some w ∈ V and exp(2v) = g2 = exp(w) implies that w = 2v since exp
is a homeomorphism on V . Now iterate this and we have 2nv ∈ V for all n,
and this implies v = 0 since |2nv| = 2n|v|. This gives a contradiction since
1 ̸= g = exp(v) = exp(0) = 1.

3.2 Distributions

In this section, we will briefly introduce properties about distributions that will
be used in the later chapters. For a totally disconnected locally compact space
X, we define a distribution on X as a linear functional on C∞

c (X). Note that
there’s no restriction that the functional is continuous. We denote D(X) for the
space of distributions on X. We have an exact sequence:

Proposition 3.5. Let X be a totally disconnected locally compact space, and
let C ⊆ X be a closed subset. Then we have exact sequences

0 → C∞
c (X\C) → C∞

c (X) → C∞
c (C) → 0

and
0 → D(C) → D(X) → D(X\C) → 0.

Proof. The only nontrivial part for the first exact sequence is the surjectivity of
C∞
c (X) → C∞

c (C). Let f ∈ C∞
c (C). Since f is locally constant and compactly

supported, there exists disjoint open and compact sets Ui ⊆ C and ai ∈ C such
that f(x) = ai if x ∈ Ui and f(x) = 0 off ∪Ui. Let Vi be open and compact
subsets of X such that Ui = Vi ∩ C. By replacing Vi by Vi\ ∪j<i Vj , we can
assume that Vi are disjoint. Then we can extend the function f to X by letting
f(x) = ai if x ∈ Vi and f(x) = 0 off ∪Vi. Exactness of the second one follows
by dualizing the first one.

We can also define actions of G on G,C∞
c (G), and D(G) by left and right

translations. More precisely, we have

(ρ(g)f)(x) = f(xg), (λ(g)f)(x) = f(g−1x),

(ρ(g)T )(f) = T (ρ(g−1)f), (λ(g)T )(f) = T (λ(g−1)f)

for T ∈ D(G) and f ∈ C∞
c (G). The following proposition shows that a dis-

tribution which is left G-invariant up to some character of G is unique up to
constant. The proof is not so hard, but this proposition will be used a lot later.

Proposition 3.6. Let G be a locally compact totally disconnected group, and
let ξ be a character of G. Suppose that T is a distribution on G that satisfies
λ(h)T = ξ(h)−1T for h ∈ G. Then there exists a constant c such that

T (f) = c

∫
G

ξ(h)f(h)dh

where dh = dLh is the left Haar measure.
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Proof. We define another distribution by f 7→ T (ξ−1f). (Note that ξ−1f is
locally constant since ξ−1 is locally constant by no small subgroups argument
(Proposition 3.4). Replacing T by this, we may assume that ξ = 1 so that
λ(h)T = T for all h.

Let K be an open compact subgroup of G. If f ∈ C∞
c (G), let S(f) = {h ∈

G : λ(h)f = f}. Then S(f) is a compact open subgroup of G and for any open
subgroup K0 of S(f), we have

f = |K0|
r∑
i=1

aiλ(hi)ϵK0

where h1, . . . , hr be representatives of cosets inK0\G on which f does not vanish
and ai = f(hi). Then

T (f) = |K0|

[
r∑
i=1

ai

]
T (ϵK0

).

Apply this for f = ϵK so that S(f) = K and K0 can be any open subgroup of
K. Since [K : K0] = |K|/|K0|, we have T (ϵK0) = T (ϵK) = c. For general f , we
may assume K0 ⊆ K and this implies the desired result.

Finally, we introduce the concept of cosmooth modules and there relation
with sheaves on X.

Definition 3.2. Let X be a locally compact totally disconnected space and let
M be a C∞

c (X)-module. We call M cosmooth if for every x ∈ M , there exists
an open compact subset U of X such that 1U · x = x.

The following proposition shows an equivalence of category of sheaves of
C∞-modules and the category of cosmooth modules over C∞

c (X).

Proposition 3.7. Let M be a cosmooth C∞
c (X)-module. There exists a sheaf

M of C∞-modules on X associated to M such that M(U) = 1U ·M for open
compact sets U , and a restriction map ρU,V : M(U) → M(V ) by ρU,V (m) :=
1V ·m.

Conversely, let F be a sheaf of C∞(X)-modules on X. Then there exists
an C∞

c (X)-module Fc with embeddings iU : F(U) ↪→ Fc for each open compact
subsets U such that if U ⊃ V , then we have iV,U : F(V ) ↪→ F(U) which
satisfies ρU,V ◦ iV,U = idF(V ). Also, for f ∈ F(V ), ρU,U\V (f) = 0. These two
constructions are inverse each other.

The following theorem of Bernstein-Zelevinsky will be used in the proof of
the uniqueness of local Whittaker models, i.e. local multiplicity one theorem.

Proposition 3.8 (Bernstein-Zelevinsky). Let X,Y be totally disconnected lo-
cally compact spaces, and let p : X → Y be a continuous map. Let F be a sheaf
on X. Suppose that G is a group acting on X and on its sheaf F . Assume that
the action satisfies p(g · x) = p(x) for g ∈ G, x ∈ X. Let χ be a character of G.

36



1. Let y ∈ Y , and let Z = p−1(y). Let Fc(χ) (resp. (FZ)c(χ)) be the
submodule of Fc (resp. (FZ)c) generated by elements of the form g · f −
χ(g)−1f for f ∈ Fc (resp. f ∈ (FZ)c). ThenM = Fc/Fc(χ) is a cosmooth
C∞
Y -module; let G be the corresponding sheaf on Y . If y ∈ Y , then the

stalk Gy is isomorphic to (FZ)c/(FZ)c(χ).

2. Assume that there are no nonzero distributions D in D(p−1(y),Fp−1(y))
that satisfy g ·D = χ(g)D for all g ∈ G, for any y ∈ Y . Then there are
non nonzero distributions in D(X,F) satisfying the same equation.

Here D(X,F) is a space of F-valued distribution, which is a space of linear
functional on Fc. In the proof of local multiplicity one theorem, this will help
us to prove certain distribution is zero by only proving it fiberwise.

3.3 Whittaker functionals and Jacquet functor

Like archimedean cases, non-archimedean theory also has a notion of Whittaker
models. Let ψ be a nontrivial additive character of F and ψN be a character of
N(F ), the group of upper triangular unipotent matrices in GL(n, F ), by

ψN (u) = ψ

(
n−1∑
i=1

ui,i+1

)
, u = (uij) ∈ N(F ).

Definition 3.3. Let (π, V ) be a smooth representation of GL(n, F ). A Whit-
taker functional on V is a linear functional (non necessarily smooth) λ : V → C
such that λ(π(u)x) = ψN (u)λ(x) for all u ∈ N(F ), x ∈ V .

The following theorem claims that local Whittaker functional is unique (up
to constant), which is referred as local multiplicity one theorem.

Theorem 3.3 (Uniqueness of Whittaker functional). Let (π, V ) be an irre-
ducible admissible representation of GL(n, F ). Then the dimension of the space
of Whittaker functionals on V is at most one.

For the proof, we need a lemma, which claims that a distribution that trans-
forms like Whittaker functional under left and right translations (we will call
such distribution as Whittaker distribution, only in this note) is invariant un-
der certain involution on the space of distributions. Let ∆ ∈ D(GL(n, F )) be a
distribution. D is called a Whittaker distribution if

λ(u)∆ = ψN (u)−1∆, ρ(u)∆ = ψN (u)∆

for all u ∈ N(F ). We define an involution ι : GL(n, F ) → GL(n, F ) by ι(g) =
w0 T gw0, where

w0 =

 1

. .
.

1


This also induces an action on C∞

c (GL(n, F )) and D(GL(n, F )). Note that
ι(N(F )) = N(F ).
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Theorem 3.4. Let ∆ ∈ D(GL(n, F )) be a Whittaker distribution. Then ∆ is
stable under ι.

Proof. By replacing ∆ by ∆ − ι∆, we can assume that ι∆ = −∆, too. Now
we want to show that a Whittaker distribution satisfying the above condition
is zero.

The above conditions (transformations laws) on ∆ can be written in a more
simpler way. Let G be a semidirect product of the group N(F ) × N(F ) and
an order 2 cyclic group generated by I satisfying I2 = 1 and I(u1, u2)I−1 =
(ιu−1

2 , ιu−1
1 ) for (u1, u2) ∈ N(F ) × N(F ). Let χ be a character of G defined

as χ(u1, u2) = ψN (u1)
−1ψN (u2) and χ(I) = −1. Let σ be the action of G on

GL(n, F ), C∞
c (GL(n, F )), and D(GL(n, F )) by σ(u1, u2) = λ(u1)ρ(u2), σ(I) =

ι. Then the conditions on ∆ can be summarized as σ(g)∆ = χ(g)∆.
To show that such distribution is zero, we will use the Bruhat decomposi-

tion and the corresponding exact sequence of distributions. We have an exact
sequence

0 → D(B(F )) → D(GL(2, F )) → D(X) → 0

where X = B(F )w0B(F ).
We first show that the image inD(X) of ∆ is zero. For a continuous mapping

p : X → Y with Y = F× ⊕ F× given by
(
a b
c d

)
7→ (c, (ad − bc)/c), the fibers of

this map are σ-invariant and they are the double cosets

N(F )

(
b0

c0

)
N(F )

which is homeomorphic toN(F )×N(F ) under the map (u1, u2) 7→ u1
(

b0
c0

)
u−1
2 .

By the theorem of Bernstein-Zelevinski (Proposition 3.8), we only need to show
that there are no nonzero distributions ∆ on the single double coset that satisfies
σ(g)∆ = χ(g)∆. By Proposition 3.6, there exists c ∈ C such that

∆(f) = c

∫
N(F )×N(F )

ψN (u1)ψN (u1)f

(
u1

(
b0

c0

)
u2

)
du1du2.

This distribution is invariant under ι, since ι
(
u1
(

b0
c0

)
u2
)
= u2

(
b0

c0

)
u1.

Thus ι∆ = ∆ = − ι∆ and so ∆ = 0. By exactness, ∆ ∈ D(B(F )). We
can use the similar argument to show ∆ = 0. Let Y1 = F× ⊕ F× and let
p : B(F ) → Y1,

(
a b
d

)
7→ (a, d). Then each fibers are homeomorphic to N(F ) via

u 7→ uδ = u ( a d ). If we apply the Proposition 3.6 for left and right translations,
we get

∆(ϕ) = c1

∫
N(F )

ϕ(uδ)ψN (u)du = c2

∫
N(F )

ϕ(uδ)ψN (δ−1uδ)du

for some c1, c2 ∈ C, where du is the right Haar measure of N(F ). If a ̸= d, then
c1 = c2 = 0: otherwise, we may choose u such that c1ψN (u) ̸= c2ψN (δ−1uδ),
and then taking a test function ϕ that is the characteristic function of a small
neighborhood of u gives a contradiction. If a = d, then ι∆ = ∆ so ∆ = 0.

38



proof of Theorem 3.3 when n = 2. The representation π′(g) = π(ι(g−1)) is iso-
morphic to π1, so to π̂. Hence we have a pairing V × V → C s.t. ⟨π(g)v, w⟩ =
⟨v, π(ι(g))w⟩. By Riesz representation theorem, any linear functional Λ corre-
sponds to a vector [Λ] by ⟨v, [Λ]⟩ = Λ(v). We can also define another linear
functional Λ ∗ ϕ for any ϕ ∈ H by

(Λ ∗ ϕ)(ξ) = Λ(π(ϕ)ξ) =

∫
G

Λ(π(g)ξ)ϕ(g)dg

which satisfies the associativity Λ∗ (ϕ1 ∗ϕ2) = (Λ∗ϕ1)∗ϕ2. It satisfies following
transformation laws:

π(g)[Λ ∗ ϕ] = [Λ ∗ ρ(ι(g−1))ϕ]

[L ∗ ϕ] = π(ιϕ)[L]

[Λ ∗ λ(u)ϕ] = ψN (u)[Λ ∗ ϕ]

(Second one holds for smooth L, and the third one holds for Whittaker func-
tionals.) Now if Λ1,Λ2 are Whittaker functionals, define a distribution ∆(ϕ) =
Λ2([Λ1∗ϕ]). The above transformation properties imply that this is a Whittaker
distribution, so it is invariant under the involution by the previous theorem. Us-
ing that, we can show Λ1 ∗ ϕ = 0 ⇒ Λ2 ∗ ϕ = 0. One can show that for any
given nonzero linear functional Λ on V , any vector in V has a form of [Λ ∗ ϕ]
for some ϕ ∈ H. Then we can define a map T : [Λ1 ∗ ϕ] 7→ [Λ2 ∗ ϕ], which is an
intertwining map by the above transformation law. By Schur’s lemma, T = cI
for some c, and this gives Λ2 = cΛ1.

Since we just proved uniqueness, we wonder about existence. We will prove
that any irreducible representation of GL(2, F ) of dim > 1 has a Whittaker
model. For this, we need a concept of (twisted) Jacquet functor.

Definition 3.4 (Jacquet functor). Let (π, V ) be a smooth representation of
B(F ). Let VN be a subspace of V generated by elements of the form π(u)v − v
for u ∈ N(F ) and v ∈ V . Then VN is T (F )-invariant, and we get a T (F )-
module J(V ) := V/VN . The smooth representation (πN , J(V )) of T (F ) obtained
in this way is called Jacquet module of V . J is a functor from the category of
B(F )-modules to the category of T (F )-modules.

We can also define the twisted version of the Jacquet functor.

Definition 3.5 (Twisted Jacquet functor). Fix a nontrivial additive character ψ
of F . Let VN,ψ be the subspace generated by elements of the form π(u)v−ψN (u)v
for u ∈ N(F ) and v ∈ V . Then Jψ(V ) := V/VN,ψ is a Z(F )-module, and Jψ is
a functor from the category of B(F )-modules to the category of Z(F )-modules.

First important property of these functors is exactness.

Proposition 3.9. The functor J and Jψ are exact.
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Proof. Let 0 → V ′ → V → V ′′ → 0 be a short exact sequence of B(F )-modules.
Then we can prove that the induced sequence 0 → V ′

N → VN → V ′′
N → 0 is also

exact. Here we use the following characterization: x ∈ VN iff∫
p−n

π

(
1 x

1

)
vdx = 0

for sufficiently large n. Now we get the result by the snake lemma. Proof for
Jψ is similar.

Another important property of the twisted Jacquet module is that it is di-
rectly related to the space of Whittaker functionals. This is almost direct from
the definition.

Proposition 3.10. The space of Whittaker functionals on V is isomorphic
to the dual space of Jψ(V ). Therefore, if (π, V ) is an irreducible admissible
representation, dim Jψ(V ) ≤ 1.

Now we will prove our main result - existence of a Whittaker functional. For
a B(F )-module (π, V ), we can associate sheaf of C∞

c (F )-module by defining the
(C∞

c (F ), ·)-action as

ϕ · v = ρ(ϕ̂)v =

∫
F

ϕ̂(x)π

(
1 −x

1

)
vdx.

(Here we fix a nonzero additive character ψ.) One can check that V is a cos-
mooth C∞

c (F )-module under this action, so we have a sheaf S(V ) associated to
V . Using this, we can prove our theorem.

Theorem 3.5 (Existence of Whittaker functional). Any irreducible representa-
tion of GL(2) of dimension greater that 1 has a nonzero Whittaker functional. If
there’s no nonzero Whittaker functional, then it factors through the determinant
map.

Note that this is not true for GL(n), but it is still true for generic represen-
tations in the sense of Gelfand-Kirillov dimension.

Proof. Assume that (π, V ) has no nonzero Whittaker functional. Fix an additive
char ψ of F and corresponding self-dual Haar measure. Let ψa : F → C× be a
character ψa(x) = ψ(ax). Then the stalk of the above sheaf is given by

S(V )a ≃

{
J(V ) a = 0

Jψa
(V ) ≃ Jψ(V ) a ̸= 0

so S(V )a = 0 for a ̸= 0 and S(V ) is a skyscraper sheaf at a = 0. Then
V → S(V )0 = J(V ) is an isomorphism, so that VN = 0 and N(F ) acts trivially.
Then all conjugates of N(F ) also acts trivially, so does SL(2, F ) (they generate
SL(2, F )) and factors through determinant map.
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Like archimedean case, we can also think the Whittaker functional as a
Whittaker model, which gives a concrete model of a given representation. This
is almost same as the archimedean case. In non-archimedean case, we also have
Kirillov model, which is a model given by functions on F×.

Definition 3.6 (Whittaker model and Kirillov model). Assume that (π, V ) is
an infinite dimensional irreducible admissible representation, so that it has a
nonzero Whittaker functional. The space W of the Whittaker model consists of
tunctions Wv : GL(2, F ) → C for v ∈ V of the form Wv(g) = Λ(π(g)v). From
Wπ(g)v(h) = Wv(hg), W is closed under the right translation by GL(2, F ), and
the resulting representation is isomorphic to (π, V ).

The Kirillov model of (π, V ) is the space of functions ϕv : F
× → C for v ∈ V

defined by

ϕv(a) =Wv

(
a

1

)
.

Note that if Whittaker functional is nonzero, then the Kirillov model is also
nonzero. (For the proof, see Proposition 4.4.6 and 4.4.7 in [bu].) It is not easy
to describe the action of GL(2, F ) on K, but the action of B(F ) is rather easy:

π

(
a

1

)
ϕ(x) = ϕ(ax), π

(
1 b

1

)
ϕ(x) = ψ(bx)ϕ(x).

With the action of center by central character, this completely determines the
action of B(F ). We will investigate K more explicitly in the later chapter.

Another important property of Jacquet functor is that it sends an admissible
representation to an admissible representation. Proof uses Iwahori subgroups
and the Iwahori factorization. See page 466–469 of [bu] for the proof.

Theorem 3.6 (Harish-Chandra). If (π, V ) is an admissible representation of
GL(2, F ), then the corresponding representation (πN , J(V )) of T (F ) is also ad-
missible.

3.4 Classification

Now we introduce the classification of irreducible admissible representations of
GL(2, F ). Definition of each terms will be defined in following sections.

Theorem 3.7. Irreducible admissible representation of GL(2, F ) is isomorphic
to one of the following:

1. Principal series representations π(χ1, χ2), where χ1, χ2 : F× → C× are
quasi-characters of F× satisfying χ1χ

−1
2 ̸= | · |±1.

2. Special representations (or twisted Steinberg representations) σ(χ1, χ2).

3. 1-dimensional representations g 7→ χ(det(g)) for some χ : F× → C×.

4. Supercuspidal representations.
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Classification of representation of GL(2,Fq) (over a finite field) is almost
same. For details, see chapter 4.1 of [bu]. For the later chapters, we will study
about these representations.

Later, we will see that global automorphic representations decomposes as a
product of local representations. For almost all place v, the v-part of the rep-
resentation will be spherical principal series representation, which corresponds
to certain characters χ1, χ2. The classification of unitarizable principal series
representation is somehow similar to the archimedean theory.

3.5 Principal series representations

In short, principal series representations are representations induced by charac-
ters of Borel subgroup (same as archimedean case). Usually, they are irreducible,
but there are some special cases that the induced representations are not irre-
ducible. In that case, it has an infinite dimensional irreducible subrepresentation
(or quotient) with 1-dimensional complement. Such infinite dimensional repre-
sentation is called (twisted) Steinberg representations.

The definition of induced representation is slightly different from that for
finite groups. We need some extra factors for latter purpose. We did the same
thing for archimedean case (see Section 2.4).

Definition 3.7 (Induced representation). Let G be a totally disconnected locally
compact group, and let H be a closed subgroup. Let (π, V ) be a smooth repre-
sentation of H. The induced representation IndGHπ is the space of functions
f : G→ V such that

1. We have
f(hg) = δG(h)

−1/2δH(h)1/2π(h)f(g)

for all h ∈ H, g ∈ G, where δG and δH are the modular quasi-characters
of G and H.

2. There exists an open subgroup K0 of G such that f(gk) = f(g) for all
g ∈ G and k ∈ K0.

Then G acts on this space by the right translation, and this gives induced rep-
resentation of G.

Similarly, we can define compact induction, as a space of functions that sat-
isfies above conditions and compactly supported modulo H (image of the support
of f in H\G is compact). It is denoted by cIndGHπ. The are same if H\G is
compact.

By definition, (compact) induced representations are also smooth. As before,
we have Frobenius reciprocity, which we need extra factor again.

Proposition 3.11 (Frobenius reciprocity). Let G be a totally disconnected lo-
cally compact group and H a closed subgroup. Let (π, V ) and σ,W ) be smooth
representations of H and G, respectively. Then there is a natural isomorphism
HomG(σ, Ind

G
Hπ) ≃ HomH(σ|H , π ⊗ (δ−1

G δH)1/2)
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Proof. For Φ ∈ HomG(σ, Ind
G
Hπ), define ϕ ∈ HomH(σ|H , π ⊗ (δ−1

G δH)1/2) by
ϕ(w) = Φ(w)(1). Conversely, if ϕ ∈ HomH(σ|H , π ⊗ (δ−1

G δH)1/2) is given, we

can define Φ ∈ HomG(σ, Ind
G
Hπ) as Φ(w)(g) = ϕ(σ(g)w). It is easy to check

that these maps give isomorphisms between two spaces.

Now we can define principal series representation. (Compare this with the
archimedean case in Chapter 2.4.)

Definition 3.8. Let G = GL(2, F ) and H = B(F ). Let χ1, χ2 be quasi-
characters of F×. Then we define a quasi-character χ of B(F ) by

χ

(
y1 ∗

y2

)
= χ1(y1)χ2(y2).

Let B(χ1, χ2) = Ind
GL(2,F )
B(F ) χ. So this is a space of smooth functions f : G → C

which satisfies

f(bg) =

∣∣∣∣b1b2
∣∣∣∣1/2 χ1(b1)χ2(b2)f(g)

for all b =
(
b1 ∗
b2

)
∈ B(F ) and g ∈ GL(2, F ). If B(χ1, χ2) is irreducible, then

we call it principal series representation. We denote its isomorphism class as
π(χ1, χ2).

We can also consider the compact induction cInd
GL(2,F )
B(F ) χ. In this case, they

agree since B(F ) is cocompact by the following theorem:

Proposition 3.12 (Iwasawa decomposition). Let G = GL(n, F ) and B(F )B be
the Borel subgroup of G. Let K = GL(n,OF ) be the maximal compact subgroup
of G. Then G = B(F )K and B(F )\G is compact.

Proof. Use induction on n. One can find k1 ∈ K such that

gk1 =

(
gn−1 ∗
0 xn

)
for some gn−1 ∈ GL(n − 1, F ). By induction hypothesis, there exists k′ ∈
GL(n− 1,OF ) such that gn−1k

′ is upper triangular. Then k = k1
(
k′

1

)
makes

gk ∈ B(F ). Then the map K → B(F )\G is continuous and surjective, so the
coset B(F )\G is compact.

Now we can ask some basic questions about principal series representations:

• When B(χ1, χ2) is irreducible?

• What is a contragredient representation of given principal series represen-
tation?

• When two principal series representations are isomorphic?

• What is a Jacquet module of it?
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Note that HomG(V, V ) = 1 does not imply that V is irreducible, since the
representation may not be unitary. So we need other approach to prove irre-
ducibility. We will use Jacquet functor that we defined in the previous section.

First, we will prove uniqueness of Whittaker functional, and use it to prove
irreducibility. The argument is similar to the proof Theorem 3.3. (We can’t use
the uniqueness result in the previous section since we don’t know whether the
representation is irreducible or not.)

Theorem 3.8. Principal series representations admit at most one Whittaker
functional.

Proof. Define P : C∞
c (GL(2, F )) → V by convolutioning with δ1/2χ over B(F ),

where δ = δB(F ),

(Pϕ)(g) =

∫
B(F )

ϕ(b−1g)(δ1/2χ)(b)db.

(Here db = dLb.) One can show that P is surjective by choosing ϕ = 1
|K∩B(F )|1Kf

for f ∈ V . Also, it satisfies P (λ(b)−1ϕ) = (δ−1/2χ)(b)P (ϕ) and P (ρ(g)ϕ) =
π(g)P (ϕ) for all b ∈ B(F ) and g ∈ GL(2, F ).

Now let Λ : V → C be a Whittaker functional. Define ∆ ∈ D(GL(2, F ))
as ∆(ϕ) = Λ(Pϕ). Then it satisfies λ(b)∆ = (δ−1/2χ)(b)∆ and ρ(n)∆ =
ψN (n)−1∆ for all b ∈ B(F ) and n ∈ N(F ). Now we use Bruhat decompo-
sition again: we have an exact sequence

0 → D(B(F )) → D(GL(2, F )) → D(X) → 0

where X = GL(2, F ) − B(F ) = B(F )w0N(F ) where w0 =
( −1
1

)
. Let ∆1 ∈

D(X) be a distribution satisfies the above transformation laws. By the Propo-
sition 3.6, there exists c ∈ C such that

∆1(ϕ) = c

∫
B(F )

∫
N(F )

ϕ(bw0n
−1)ψN (n)(δ1/2χ−1)(b)db dn.

Also, let ∆2 ∈ D(B(F )) be a distribution satisfies the above transformation
laws. By the Proposition 3.6 again, there exists c ∈ C such that

∆2(ϕ) = c

∫
B(F )

ϕ(b)(δ1/2χ−1)(b)db

for all ϕ ∈ C∞
c (B(F )). Then ρ(n)∆2 = ∆2 for n ∈ N(F ), so together with

ρ(n)∆2 = ψN (n)−1∆2 we get ∆2 = 0. By combining these two results, we can
show that the space of ∆ ∈ D(GL(2, F )) satisfying the above equations is one
dimensional.

Let’s answer the second question first. It is relatively easy to answer the
second question, and we will use this for the first question.
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Theorem 3.9. contragredient representation of B(χ1, χ2) is B(χ−1
1 , χ−1

2 ).

Proof. Let (π, V ) = B(χ1, χ2) and (π′, V ′) = B(χ−1
1 , χ−1

2 ). Then we can define
a non-degenerate pairing ⟨ , ⟩ : V × V ′ → C by

⟨f, f ′⟩ =
∫
K

f(k)f ′(k)dk

which is G-invariant.

Now we return to the first question. The following lemma proves that
if B(χ1, χ2) has a 1-dimensional subrepresentation (or quotient), then χ1, χ2

should satisfy some relation.

Lemma 3.1. If B(χ1, χ2) has an 1-dimensional invariant subspace, then χ1χ
−1
2 =

| · |−1. Similarly, if B(χ1, χ2) admits a one-dimensional quotient representation,
then χ1χ

−1
2 = | · |.

Proof. For a fixed vector f , π acts as a character, which factors through com-
mutator subgroup SL(2, F ), hence π(g) = (ρ ◦ det)(g) for some quasi-character

ρ. Then f(bg) = (δ1/2χ)(b)ρ(det(g))f(1), and taking b = g−1 =
(
y

y−1

)
gives

the result. Second one follows from taking dual of first one.

Now we can examine when B(χ1, χ2) is irreducible.

Theorem 3.10. B(χ1, χ2) is irreducible if and only if χ−1
1 χ2 ̸= | · |±1.

Proof. We use exactness of twisted Jacquet module and its relation to Whittaker
models. Assume that V is not irreducible, so it has a nontrivial proper invariant
subspace 0 ⊊ V ′ ⊊ V . Let V ′′ = V/V ′ and let π′, π′′ be the corresponding
representations. Then we get an exact sequence

0 → Jψ(V
′) → Jψ(V ) → Jψ(V

′′) → 0.

Since dim Jψ(V ) ≤ 1, at least one of Jψ(V
′) or Jψ(V

′′) is zero. If Jψ(V
′) = 0,

then π′ factors through det : GL(2, F ) → F× by Theorem 3.5. One can prove
that admissible representation of F× contains a 1-dimensional invariant sub-
space, so we get χ1χ

−1
2 = | · |−1 by the previous lemma. In this case, the

function f(g) = χ(det(g)) spans an invariant 1-dimensional subspace when
χ1(y) = χ(y)|y|−1/2 and χ2(y) = χ(y)|y|1/2. We can prove another case
Jψ(V

′′) = 0 by dualizing.

When it is irreducible, we denote the isomorphism class as π(χ1, χ2). If it is
reducible, we showed that it has two composition factors in its Jordan-Hölder
series, a 1-dimensional factor and an infinite dimensionalfactor. In either case,
the infinite dimensional factor is irreducible and we denote its isomorphism
class as σ(χ1, χ2). (Irreducibility of σ(χ1, χ2) can be proved by using Jψ again.
If it is not irreducible, we may assume χ−1

1 χ2 = | · |−1 and σ(χ1, χ2) has a
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1-dimensional subrepresentation. From this, we get a 2-dimensional subrepre-
sentation of B(χ1, χ2). However, one can show that every finite dimensional
representation of GL(2, F ) factors through the determinant by no small sub-
group argument, and GL(2, F ) = B(F )SL(2, F ) proves that such representation
should be 1-dimensional. In other words, the only finite dimensional represen-
tation of B(χ1, χ2) is 1-dimensional.) Such representation is called a special or
Steinberg representation. The 1-dimensional factor is denoted π(χ1, χ2) again.
There are also other kinds of representations - supercuspidal representations -
which we will see later.

Now, let’s answer the next question. When two principal series representa-
tions are isomorphic?

Theorem 3.11. If B(χ1, χ2) ≃ B(µ1, µ2), then χ1 = µ1 and χ2 = µ2, or
χ1 = µ2 and χ2 = µ1.

Proof. By Frobenius reciprocity, intertwining map corresponds to a linear func-
tional Λ : V → C with B(F )-module structure on C by means of the quasi-
character δ1/2µ. Then ∆ = Λ ◦ P (here P : C∞

c (GL(2, F )) → V is the convolu-
tioning map we defined in Theorem 3.8) is a nonzero distribution and satisfies
λ(b)∆ = (δ−1/2χ)(b)∆ and ρ(b)∆ = (δ−1/2µ−1)(b)∆ for b ∈ B(F ). From the
exact sequence of distribution, there exists a nonzero distribution that satisfies
same equations in either D(B(F )) or D(GL(2, F )−B(F )).

First, assume that ∆ ∈ D(GL(2, F )−B(F )) is a such nonzero distribution.
By Proposition 3.6, we have

∆(ϕ) =

∫
B(F )

∫
N(F )

ϕ(bw0n
−1)(δ1/2χ−1)(b)db dn

after adjusting by a nonzero constant. If we apply ρ(t) action and using a change
of variable, we have

(δ−1/2µ−1)(t)∆(ϕ) = (ρ(t)∆)(ϕ)

=

∫
N(F )

∫
B(F )

ϕ(bw0n
−1t−1)(δ1/2χ−1)(b)db dn

= δ(t)−1(δ1/2χ−1)(w0tw
−1
0 )∆(ϕ).

where the last equality follows from the change of variables n 7→ t−1nt, b 7→
bw0tw

−1
0 . From δ(t) = δ(w0tw

−1
0 )−1, we have µ(t) = χ(w0tw

−1
0 ) and so χ1 = µ2

and χ2 = µ1.
Another case is similar. By using the integral form of the distribution with

change of variables, we can show that for b ∈ B(F ) we have (δ−1/2µ−1)(b)∆ =
ρ(b)∆ = (δ−1/2χ−1)(b)∆, so χ1 = µ1 and χ2 = µ2.

We can even write the isomorphism B(χ1, χ2) → B(χ2, χ1) explicitly via
intertwining integral. We will define such map M : B(χ1, χ2) → B(χ2, χ1) as an
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integral

Mf(g) =

∫
F

f

((
−1

1

) (
1 x

1

)
g

)
dx.

Formally, this gives an intertwining map since

Mf

((
1 x

1

)
g

)
=Mf(g)

holds and

Mf

((
y1

y2

)
g

)
=

∫
F

f

((
−1

1

)(
1 x

1

)(
y1

y2

)
g

)
dx

=

∫
F

f

((
y2

y1

)(
−1

1

)(
1 y2y

−1
1 x
1

)
g

)
dx

=

∣∣∣∣y2y1
∣∣∣∣1/2 χ1(y2)χ2(y1)|y1y−1

2 |Mf(g)

=

∣∣∣∣y1y2
∣∣∣∣1/2 χ1(y2)χ2(y1)Mf(g)

where the third equality follows from the substitution x 7→ y1y
−1
2 x. Also, if f is

locally constant then Mf is also locally constant. At last, M is a nonzero map
since the function

f(g) =


∣∣∣y1y2 ∣∣∣1/2 χ1(y1)χ2(y2)

g=( y1 z
y2 )

(
−1

1

)
( 1 x1 ),

y1,y2∈F×, z∈F, x∈OF

0 otherwise

is in B(χ1, χ2) and satisfies Mf(1) = 1.
However, the integral may not converges. The integral converges when χ1, χ2

satisfies certain relations: if we fix two unitary characters ξ1, ξ2 and take χi(y) =
|y|siξi(y) for i = 1, 2, then the integral converges when ℜ(s1 − s2) > 0.

Proposition 3.13. If ℜ(s1 − s2) > 0, the integral is absolutely convergent and
defines a nonzero intertwining map.

Proof. We have

f

((
−1

1

)(
1 x

1

)
g

)
= f

((
x−1 −1

x

)(
1
x−1 1

)
g

)
= |x|−1(χ−1

1 χ2)(x)f

((
1
x−1 1

)
g

)
.

Since f is smooth, there exists N such that if |x| > qN , then

f

((
1
x−1 1

)
g

)
= f(g).
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Hence the absolute convergence of the integral is equivalent to the convergence
of ∫

|x|>qN

|x|−1|(χ−1
1 χ2)(x)|dx =

∫
|x|>qN

|x|−s1+s2−1dx

and this converges if ℜ(s1 − s2) > 0.

By interchanging roles of χ1 and χ2, we also get a map for ℜ(s1 − s2) < 0.
So we still have a remaining case of ℜ(s1−s2) = 0, which is the most interesting
case since it is conjectured that the only when ℜ(s1) = ℜ(s2) = 0 can B(χ1, χ2)
occur as a constituent in an automorphic cuspidal representation. To extend
the map for this case, we will analytically continue the map with respect to the
complex parameters s1, s2. There will be a pole when χ1 = χ2, but we don’t
need to worry about this case since we automatically have B(χ1, χ2) ≃ B(χ2, χ1).

Let V0 be the space of functions on K = GL(2,OF ) that satisfies

f

((
y1 x

y2

)
k

)
= ξ1(y1)ξ2(y2)f(k)

for all y1, y2 ∈ O×
F , x ∈ OF , k ∈ K. For each f0 ∈ V0 and s1, s2 ∈ C, there

exists a unique extension fs1,s2 of f0 to Vs1,s2 = B(χ1, χ2). We will refer to
(s1, s2) 7→ fs1,s2 as a flat section of the family (πs1,s2 , Vs1,s2).

Proposition 3.14. Fix f0 ∈ V0 and let (s1, s2) 7→ fs1,s2 be the corresponding
flat section. For fixed g ∈ GL(2, F ), the integral Mfs1,s2(g), originally defined
for ℜ(s1 − s2) > 0, has analytic continuation to all s1, s2 where χ1 ̸= χ2, and
defines a nonzero intertwining operator Vs1,s2 → V ′

s2,s1 = B(χ2, χ1).

Proof. Fix ξ1, ξ2, f0 ∈ V0 and g. Since f is smooth, there exists N such that

Mfs1,s2(g) =

∫
|x|≤qN

fs1,s2

((
−1

1

)(
1 x

1

)
g

)
dx

+

∫
|x|≥qN+1

|x|−s1+s2−1(ξ−1
1 ξ2)(x)dx · fs1,s2(g).

The first integral converges absolutely (since the domain is compact), so the
analytic continuation is clear. For the second integral, if ξ1ξ

−1
2 is ramified then∫

|x|=qm

(ξ−1
1 ξ2)(x)dx = 0

for allm ∈ Z (consider the change of variable x 7→ αx with α ∈ O×
F , (ξ

−1
1 ξ2)(α) ̸=

1) and so the integral vanishes. If ξ1ξ
−1
2 is unramified then there exists α ∈ C

such that (ξ1ξ
−1
2 )(y) = αv(y) where v : F× → Z is the valuation map. Then the
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integral became

∞∑
m=N+1

∫
|x|=qm

|x|−s1+s2(ξ−1
1 ξ2)(x)

dx

|x|
fs1,s2(g)

= |O×
F |fs1,s2(g)

∑
m≥N+1

(αq−s1+s2)m.

The latter sum equals constant times (αq−s1+s2)N+1(1−αq−s1+s2)−1 for ℜ(s1−
s2) > 0, and it has analytic continuation for all s1, s2, except where αq

−s1+s2 =
1 ⇔ χ1 = χ2. This also proves that the analytically continued integral remains
an intertwining operator and nonzero.

The composition M ′ ◦M : B(χ1, χ2) → B(χ2, χ1) → B(χ1, χ2) is a scalar by
Schur’s lemma because B(χ1, χ2) is irreducible for most χ1, χ2. We can compute
this scalar, and it is given by product of two gamma factors. (For the definition
of the Tate gamma factor, see Chapter 4.1.)

Proposition 3.15. The scalar M ′ ◦M : B(χ1, χ2) → B(χ1, χ2) is given by

γ(1− s1 + s2, ξ
−1
1 ξ2, ψ)γ(1 + s1 − s2, ξ1ξ

−1
2 , ψ).

Proof. The proof is based on the uniqueness of Whittaker models. We have a
Whittaker functional Λ : B(χ1, χ2) → C defined by

Λ(f) =

∫
F

f

(
w0

(
1 x

1

))
ψ(−x)dx.

This is absolutely convergent if ℜ(s1 − s2) > 0, and we also have an an-
alytic continuation for all s1, s2. Similarly, we have a Whittaker functional
Λ′ : B(χ2, χ1) → C. By uniqueness, there exists λ ∈ C such that (Λ′ ◦M)(f) =
λΛ(f). We can compute the constant λ by inserting suitable f . This gives us
λ = ξ1ξ

−1
2 (−1)γ(1 − s1 + s2, ξ

−1
1 ξ2, ψ), which implies the desired result. For

detail, see Proposition 4.5.9 and 4.5.10 in [bu].

This computation is useful for the functional equations of Eisenstein series.
Also, Kazhdan-Petterson, Bank showed that the image of intertwining integral
is irreducible by using this. Also, this helped Harish-Chandra to compute the
Plancherel measure of GL(2, F ).

At last, we can compute Jacquet module of principal series representations.
More precisely, we can compute the action of T (F ) on J(B(χ1, χ2)) explicitly.
First, we have a classification of 2-dimensional smooth representations of F×.

Proposition 3.16. There are two kinds of 2-dimensional smooth representa-
tions of F×:

t 7→
(
ξ(t)

ξ′(t)

)
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for some quasi-characters ξ, ξ′ : F× → C×, or

t 7→ ξ(t)

(
1 v(t)

1

)
where v : F× → Z ⊂ C is the valuation map.

Proof. One can always find 1-dimensional invariant subspace, so there exists a
nonzero vector fixed by the action. Hence there exists a character ξ : F× → C×

such that ρ(t)x = ξ(t)x for all t ∈ F×. Since V/Cx is 1-dimensional again, F×

acts by quasi-character ξ′ on this space. If we choose y ∈ V −Cx, then we have

ρ(t)y = ξ′(t)y + λ(t)x

for some λ : F× → C. From ρ(tu) = ρ(t)ρ(u), we get

λ(tu) = ξ′(u)λ(t) + λ(u)ξ(t).

When ξ ̸= ξ′, one can show that λ(t) = C(ξ(t)−ξ′(t)) for some C ∈ C, and then
ρ(t) has the above form of diagonal matrix with respect to the basis {x, y−Cx}.
If ξ = ξ′, t 7→ λ(t)/ξ(t) is a homomorphism from F× to C, and O×

F lies in the
kernel since the image is a compact subgroup of C, which is trivial. Hence
λ(t) = cξ(t)v(t) for some c ∈ C, and ρ is isomorphic to the first one if c = 0, or
the second one if c ̸= 0.

Theorem 3.12 (Jacquet module of B(χ1, χ2)). Let χ1, χ2 be quasi-characters
of F×, and let χ, χ′ be quasi-characters of T (F ) defined by

χ

(
t1

t2

)
= χ1(t1)χ2(t2), χ′

(
t1

t2

)
= χ2(t1)χ1(t2).

Then the representation of T (F ) on J(B(χ1, χ2)) is isomorphic to the following
2-dimensional representation:

t 7→



(
δ1/2χ(t)

δ1/2χ′(t)

)
χ1 ̸= χ2

δ1/2χ(t)

(
1 v(t1/t2)

1

)
χ1 = χ2

Proof. First, one can show that dimJ(B(χ1, χ2)) = 2 for any χ1, χ2. To show
this, we can construct two explicit linearly independent linear functionals on
J(V ), which shows dim J(V ) ≥ 2. The opposite direction uses the Bruhat
decomposition, the exact sequence of distributions, and the Proposition 3.6.

Now consider T1(F ) = {( a 1 ) : a ∈ F×}. Since T1(F ) ≃ F×, the action
is isomorphic to one of the representations in the previous proposition. Since
T (F ) = T1(F )Z(F ) and Z(F ) acts as a scalar, (T (F ), J(V )) is isomorphic to
one of the following representations

t 7→
(
δ1/2ξ(t)

δ1/2ξ′(t)

)
or δ1/2ξ(t)

(
1 v(t1/t2)

1

)
.
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To distinguish two cases, we use

HomT (F )(J(V ), δ1/2η) ≃ HomB(F )(V, δ
1/2η) ≃ HomGL(2,F )(V,B(η1, η2))

where η1, η2 are quasi-characters of F× and η
(
t1
t2

)
= η1(t1)η2(t2) is a quasi-

character of T (F ), trivially extended to B(F ). If χ1 ̸= χ2, then the Hom is
nonzero iff η = χ or η = χ′, and this is the case when (πN , J(V )) has a form
of diagonal matrices with ξ = χ and ξ′ = χ′. If χ1 = χ2, then the Hom is
nonzero iff η1 = η2 = χ1 = χ2, in which chase it is 1-dimensional by Schur’s
lemma because B(χ1, χ2) is irreducible. This is possible only if (πN , J(V )) is of
the second form with ξ = χ.

3.6 Supercuspidal and Weil representations

We just saw principal series representations and special representations. One
can show that if (π, V ) is an irreducible admissible representation of GL(2, F ),
then dim J(V ) ≤ 2. (See Proposition 3.27.) We also know that dimJ(B(χ1, χ2)) =
2, and it is known that the converse is true: any irreducible admissible repre-
sentation (π, V ) with dim J(V ) = 2 is a principal series representation. Also,
using the exactness of Jacquet functor we can prove that dim J(V ) = 1 for
1-dimensional representions or special representations (twisted Steinberg repre-
sentations). So we have only one more case left: when J(V ) = 0.

Definition 3.9. Let (π, V ) a representation of GL(2, F ). If J(V ) = 0, then π
is called a supercuspidal representation.

Such representations don’t come from principal series representations, and
they are interesting itself. One way to construct such representation is using
representation of GL(2,Fq). We also have a similar classification of irreducible
representations of the finite group GL(2,Fq), and there are so-called cuspidal
representations of GL(2,Fq), which are representations that there’s no nonzero
linear functional l : V → C invariant underN(Fq). (For the detailed explanation
about representations of GL(2,Fq), see the chapter 4.1 of [bu].) One can get
supercuspidal representations of GL(2, F ) by using cuspidal representations of
GL(2,Fq).

Theorem 3.13. Let (π0, V0) be a cuspidal representation of GL(2,Fq) where
Fq = OF /p. Lift π0 to a representation of K = GL(2,OF ) under the projection
map K → GL(2,Fq). The central character ω0 of π0 is lifted to a character
of OF , and we extend to a unitary character of F×. Then we get a repre-

sentation of KZ(F ). Now let π = cInd
GL(2,F )
KZ(F ) (π0) be a compact induction of

π0 to GL(2, F ). Then π is a unitarizable irreducible admissible supercuspidal
representation.

Proof. The proof uses Mackey’s theory, which gives an explicit description of
decomposition of the space HomG(V1, V2) where both V1, V2 are induced rep-
resentations form some closed subgroups of G. For the detailed proof, see the
Theorem 4.8.1 of [bu].
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There’s direct way to construct such representations by means of Weil rep-
resentations. Here we assume that the characteristic of F is not 2.

Definition 3.10 (Heisenberg group). Let F be a local field of characteristic not
2, and let ψ : F → C be a nontrivial additive character. Let V be a vector space
over F with a nondegenerate symmetric bilinear form B : V × V → C. We
define Heisenberg group H by giving a group structure on a set V × V × F by

(v∗1 , v1, x1)(v
∗
2 , v2, x2) = (v∗1 + v∗2 , v1 + v2, x1 + x2 +B(v∗1 , v2)−B(v1, v

∗
2))

for v1, v2 ∈ V, v∗1 , v
∗
2 ∈ V ∗ ≃ V, x1, x2 ∈ F . Here we identify V ∗ with V by

v 7→ (v′ 7→ ψ(−2B(v, v′))). Also, define a group A(V ) = V × V × T with
multiplication (v∗1 , v1, t1)(v

∗
2 , v2, t2) = (v∗1 +v

∗
2 , v1+v2, t1t2ψ(−2B(v1, v

∗
2))). We

have a homomorphism τ : H → A(V ) by τ(v∗, v, x) = (v∗, v, ψ(x)ψ(−B(v, v∗))).
Also, we have an action of A(V ) on L2(V ) given by

(ρ(v∗, v, t)Φ)(u) = t⟨u, v∗⟩Φ(u+ v).

Let π = ρ ◦ τ be the corresponding representation of H on L2(V ).
We have actions of SL(2, F ) and O(V ) on H as

g
(v1, v2, x) = (av1 + bv2, cv1 + dv2, x), g =

(
a b
c d

)
∈ SL(2, F )

k
(v1, v2, x) = (k(v1), k(v2), x), k ∈ O(V )

We define the Fourier transform as

Φ̂(v) =

∫
V

Φ(u)ψ(2B(u, v))du

for Φ ∈ L2(V ), where du is the self-dual Haar measure on V .

Theorem 3.14. There exists a unitary projective representation ω1 of SL(2, F )
on L2(V ) such that ω1(g)π(h)ω1(g)

−1 = π(gh) for g ∈ SL(2, F ) and h ∈ H.
There exists a representation ω2 of O(V ) on L2(V ) such that ω2(k)π(h)ω2(k)

−1 =
π(kh) for k ∈ O(V ) and h ∈ H. The Schwartz space S(V ) is invariant under
both these representations. We have(

ω1

(
1 x

1

)
Φ

)
(v) = ψ(xB(v, v))Φ(v)(

ω1

(
a

a−1

)
Φ

)
(v) = |a|d/2Φ(av)

ω1(w1)Φ = Φ̂, w1 =

(
1

−1

)
(ω2(k)Φ)(v) = Φ(k−1v)

To get a true representation of SL(2, F ) (and GL(2, F )), we need to lift the
projective representation ω1. We can interpret projective representations as a
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cohomology class in H2(G,C×) (or H2(G,T) if the representation is unitary),
and we can show that when dimV is even, the the corresponding cohomology
class vanishes so the projective representations can be lifted to a true represen-
tation.

Definition 3.11. Let V be a (possibly infinite dimensional) Hilbert space. A
projective representation of G is a homomorphism ω : G → PGL(V ) where
PGL(V ) = GL(V )/Z(GL(V )). By definition, there exists a lift ω′ : G →
GL(V ) and c : G × G → C× such that ω′(g1g2) = c(g1, g2)ω

′(g1)ω
′(g2) for

all g1, g2 ∈ G. Such c defines a cohomology class in H2(G,C×). Also, we can
do the same thing for unitary representations by replacing PGL(V ),GL(V ),C×

to PU(V ),U(V ),T = {z ∈ C : |z| = 1}, where U(V ) is a unitary group that
preserves inner product on V .

Theorem 3.15. Let V be a F -vector space of even dimension. Then the coho-
mology class in H2(SL(2, F ),T) attached to ω1 is trivial. Hence there exists a
lift of ω1 to the true representation of SL(2, F ).

The proof uses quaternion algebra and Hilbert symbol. Note that this is false
for even dimension, and the corresponding cohomology class of H2(SL(2, F ),T)
defines an important central extension of SL(2, F ) called the metaplectic group.

Using this, we can construct a supercuspidal representation of GL(2, F ).
Let ω = ω0 ⊠ ω2 be the representation of SL(2, F ) × O(V ), and let ω∞ be
the restriction of ω to C∞

c (V ). Howe conjectured that there’s certain duality
between representations of SL(2, F ) and O(V ).

Definition 3.12. Let π1, π2 be irreducible admissible representations of SL(2, F )
and O(V ). We say that π1 and π2 correspond if there exits a nonzero SL(2, F )×
O(V ) intertwining operator ω∞ → π1 ⊠ π2.

Theorem 3.16 (Howe duality, Waldspurger). For each irreducible admissi-
ble represenattion of SL(2, F ), there exists at most one irreducible admissible
representation of O(V ) that π1 and π2 correspond, and vice versa. Such corre-
spondence is called theta correspondence.

We are interested in GL(2, F ) rather than SL(2, F ), and it is possible to
modify Howe duality as a correspondence between representations of GL(2, F )
and GO(V ), the group of automorphisms of V that preserves β up to constant.

When dimV = 2. In this case, the quadratic space (V, β) can be identified
with (E,N), where E is a 2-dimensional commutative semisimple algebra over
F and N : E → F is the norm map. We have two possible cases: when β splits
(E = F ⊕ F and N(x, y) = xy) or not (E = F (

√
D) is a quadratic extension

and N(a + b
√
D) = a2 − b2D). We can embed E× into GO(V ) = GO(E) by

x 7→ (a 7→ xa), and we also have a nontrival involution σ : E → E. Those two
generates GO(V ) subject to the relation σ2 = 1 and σxσ−1 = x.

Now let ξ : E× → C× be a quasicharacter. It is known that ξ can’t be ex-
tended to the quasicharacter of GO(V ) if and only if ξ does not factor through
the norm map E× → F×. (This follows from Hilbert’s theorem 90.) In this case,
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we get an induced representation of GO(V ), and there exists a corresponding
representation of GL(2, F ) under the theta correspondence. This gives a super-
cuspidal representation. For non-split case, such representation can be described
as follows:

Theorem 3.17. Let E/F be a quadratic extension of non-archimedean local
fields, and let ξ be a quasicharacter of E× that does not factor through the norm
map N : E× → F×. Let Uξ,ψ be the space of compactly supported smooth
functions on E such that

Φ(yv) = ξ(y)−1Φ(v), ∀y ∈ E×
1 = kerN

and let χ : F× → {±1} be the quadratic character attached to the extension
E/F . Let GL(2, F )+ denote the subgroup of GL(2, F ) consisting of elements
whose determinants are norms from E. Then there exists an irreducible admis-
sible representation ωξ,ψ of GL(2, F )+ on Uξ,ψ such that(

ωξ,ψ

(
a

1

)
Φ

)
(v) = |a|1/2ξ(b)Φ(bv)

if b ∈ E×, N(b) = a ∈ F×,(
ωξ,ψ

(
1 x

1

)
Φ

)
(v) = ψ(xN(v))Φ(v)

(
ωξ,ψ

(
a

a−1

)
Φ

)
(v) = |a|χ(a)Φ(av)

and
ωξ,ψ(w1)Φ = γ(N)Φ̂

where the Fourier transform

Φ̂(v) =

∫
E

Φ(u)Tr(uv)du.

The representation ωξ = Ind
GL(2,F )
GL(2,F )+

(ωξ,ψ) is irreducible and supercuspidal.

Proof. For supercuspidality, we can show that restriction of ωξ to B1(F ) is

isomorphic to cInd
B1(F )
N(F ) (ψN ), which is a B1(F )-representation on the space

C∞
c (F×). Since VN = C∞

c (F×) and it is irreducible, we get V = VN and ωξ is a
supercuspidal representation. For details and proof of smoothness, admissibility
and irreducibility, see 542p of [bu].

When E = F ⊕ F , similar construction gives Whttaker models for principal
series representations.

Definition 3.13. For Φ ∈ S(E) = S(F ⊕ F ), let WΦ : GL(2, F ) → C be a
function

WΦ(g) =

∫
F×

χ(t)(ω0(g)Φ)(t, t
−1)d×t.
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Here the Weil representation ω0 of SL(2, F ) is extended to GL(2, F ) by(
ω0

(
y

1

)
Φ

)
(v1, v2) =

√
|y|χ1(y)Φ(yv1, v2).

Let W = {WΦ : Φ ∈ S(E)}.

Proposition 3.17 (Jacquet-Langlands). Assume that ℜ(s1 − s2 + 1) > 0 and
that B(χ1, χ2) is irreducible. Then the space W of functions WΦ comprises the
Whittaker model of B(χ1, χ2). If ρ denotes the action of GL(2, F ) on W by
right translation, then for g ∈ GL(2, F )

ρ(g)WΦ =Wω0(g)Φ.

3.7 Spherical representation and Unitarizability

In Chapter 3, we will show that every automorphic representation π of GL(2,A)
(we will define this in Chapter 3) decomposes as a restricted product of local
factors, π = ⊗vπv where almost all πv are spherical (or unramified) representa-
tions. Spherical representations is defined in the following way.

Definition 3.14. Let K = GL(2,OF ) be the maximal compact subgroup of
GL(2, F ). An irreducible admissible representation (π, V ) of GL(2, F ) is called
spherical if it contains a K-fixed vector, i.e. V K = {v ∈ V : π(k)v = v ∀k ∈
K} ≠ 0. Such nonzero vector is called a spherical vector.

We can show that dual of spherical representations are also spherical.

Proposition 3.18. If (π, V ) is a spherical representation of GL(2, F ), then the

contradgradient representation (π̂, V̂ ) is also spherical.

Proof. By Theorem 3.2, it is enough to show that π1(g) = π(T g−1) is spherical.
Since K is invariant under transpose, the spherical vector for π is also spherical
vector for π1.

One of our aim in this section is to understand the structure of the spherical
Hecke algebra HK = (C∞

c (K\G/K), ∗). First, we show that this is commuta-
tive, and the proof is almost same as archimedean case (Theorem 2.4), which
uses Cartan decomposition and Gelfand’s trick.

Theorem 3.18. The spherical Hecke algebra HK is commutative.

Proof. We use p-adic version of Cartan decomposition theorem: a complete set
of double coset representatives for K\GL(2, F )/K consists of diagonal matrices(

ϖn1

ϖn2

)
where n1 ≥ n2 are integers. Proof is almost same as archimedean case. Now
define ι : HK → HK by ιϕ(g) = ϕ(T g). Then

ι
(ϕ1 ∗ ϕ2) = ιϕ2 ∗ ιϕ1 holds by

direct computation. By the Cartan decomposition, double cosets are invariant
under transpose and so ι is the identity map. This implies ϕ1 ∗ϕ2 = ϕ2 ∗ϕ1.
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Theorem 3.19. For an irreducible admissible representation (π, V ) of GL(2, F ),
dimV K ≤ 1, and the space of K-fixed linear functionals on V is also at most
1-dimensional.

Proof. Assume that V K ̸= 0. By Proposition 3.2, V K is a finite dimensional-
simple HK-module, so is 1-dimensional since HK is commutative. The second
assertion follows from the first assertion, since such L would be a K-fixed vector
in the contragredient representation.

Now let (π, V ) be an irreducible admissible spherical representation and let
vK ∈ V be a spherical vector. Then π(ϕ) is also spherical for ϕ ∈ HK , so there
exists ξ(ϕ) ∈ C such that π(ϕ)vK = ξ(ϕ)vK . Such ξ defines a character of HK ,
and we cal ξ the character of HK associated with the spherical representation
(π, V ). We proved that irreducible admissible representations are determined
by their characters in Theorem 3.1. For spherical representation, stronger result
holds - ξ determines the representation.

Theorem 3.20. Let (π1, V1) and (π2, V2) be irreducible admissible spherical
representations. Suppose that the characters of HK associated with π1, π2 are
equal, i.e. ξ1 = ξ2. Then π1 ≃ π2.

Proof. By Proposition 3.2, it is sufficient to show that V K1
1 ≃ V K1

2 as HK1
-

modules for any open subgroup K1 ⊆ K. It is known that such HK1
-module

structures are determined by matrix coefficients, i.e. a function c : HK1
→ C of

the form ci(ϕ) = Li(π(ϕ)x) for a linear functional L : Vi → C and x ∈ Vi. So it
is enough to show that

⟨π1(ϕ)v1, v̂1⟩ = ⟨π2(ϕ)v2, v̂2⟩

for any ϕ ∈ H, where vi, v̂i are normalized spherical vectors of Vi, V̂i so that
⟨vi, v̂i⟩ = 1 for i = 1, 2. If we define P : H → H as P (ϕ) = ϵK ∗ ϕ ∗ ϵK , then we
have P 2 = P , Im(P ) = HK , and H = Im(P ) ⊕ ker(P ) = HK ⊕ ker(P ). So it
is enough to show for ϕ ∈ HK and ϕ ∈ ker(P ) separately. We can easily check
that for ϕ ∈ HK , both sides are same as ξ(ϕ), and for ϕ ∈ ker(P ), both sides
vanishes (here we use πi(ϵK)vi = vi and π̂i(ϵK) = v̂i. Now restrict the equation
for ϕ ∈ HK1 for K1 ⊆ K and we get V K1

1 ≃ V K1
2 as HK1-modules.

We can do more. We can study the precise structure ofHK in terms of simple
generators and relations. For k ≥ 0, let T (pk) be the characteristic function of
the set of all g ∈ Mat2(OF ) such that the ideal generated by det(g) in O is pk.
Also, let R(p) ∈ HK be the characteristic function of K (ϖ ϖ )K = K (ϖ ϖ ).
(R(p) is invertible) Then we have a nontrivial and simple relation, which might
be familiar to you.

Proposition 3.19. For k ≥ 1, T (p) ∗ T (pk) = T (pk+1) + qR(p) ∗ T (pk−1).

Proof. Since T (p)∗T (pk), T (pk+1), R(p)∗T (pk−1) are all supported on the dou-
ble cosets whose determinants generate the ideal pk+1, so it is sufficient to verify
it for the matrices (

ϖk+1−r

ϖr

)
, r ∈ Z
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with 0 ≤ r ≤ k + 1. Using

K

(
ϖ

1

)
K =

(
1

ϖ

)
K ∪

⋃
b (mod p)

(
ϖ b

1

)
K

we can prove

(T (p) ∗ T (pk))(g) = T (pk)

((
1

ϖ

)−1

g

)
+

∑
b (mod p)

T (pk)

((
ϖ b

1

)−1

g

)

and we get the result by comparing both sides for the above matrices.

Proposition 3.20. HK is generated by T (p), R(p) and R(p)−1.

Proof. By Cartan decomposition, a basis of HK are characteristic functions of
the double cosets

K

(
ϖn

ϖm

)
K, n ≥ m.

which equals R(p)m times the characteristic function of

K

(
ϖn−m

1

)
K.

or T (pn−m) − R(p) ∗ T (pn−m−2). Since T (pk) can be generated by T (p) and
R(p), we are done.

Now we have a natural question - which representations are spherical? First
simple but nontrivial examples are principal series representations with unram-
ified chracters.

Proposition 3.21. Let χ1, χ2 be unramified quasicharacters of F× such that
χ1χ

−1
2 ̸= | · |±1, so that B(χ1, χ2) is irreducible. Then it is spherical.

Proof. Let χ
(
b1 ∗
b2

)
= χ1(b1)χ2(b2) be a quasicharacter of B(F ). Let ϕK,χ :

GL(2, F ) → C be a function defined as ϕK,χ(bk) = (δ1/2χ)(b). (Recall that any
elements in GL(2, F ) can be written as a form of bk for b ∈ B(F ) and k ∈ K
by Iwasawa decomposition.) Well-definedness follows from unramifiedness of
χ1, χ2. Also, it is clear that ϕK,χ is a spherical vector.

Is there any other spherical representations? Obviously, there are simpler
ones: 1-dimensional representations, which are just unramified quasicharacters
of F×. We will show that these are all, i.e. there are no other spherical repre-
sentations. For this, we need to know how HK acts on the spherical vector in
the spherical principal series representation.

Proposition 3.22. Let ϕK be a spherical vector in π(χ1, χ2) wehre χ1, χ2 are
unramified quasicharacters of F×. Let αi = χi(ϖ) for i = 1, 2. Then T (p)ϕK =
λϕK and R(p)ϕK = µϕK , where

λ = q1/2(α1 + α2), µ = α1α2.
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Proof. We use the previous decomposition of K (ϖ 1 )K. Since ϕK(1) = 1,

λ = (T (p)ϕK)(1) =

∫
K(ϖ 1 )K

ϕK(g)dg

=
∑

γ∈K(ϖ 1 )K/K

∫
K

ϕK(γk)dk

= (δ1/2χ)

(
1

ϖ

)
+ q(δ1/2χ)

(
ϖ

1

)
= q1/2(α1 + α2).

For R(p), it is much easier:

µ = (R(p)ϕK)(1) =

∫
K(ϖ ϖ )K

ϕK(g)dg = (δ1/2χ)

(
ϖ

ϖ

)
= α1α2.

Using this with Theorem 3.20, we can prove that the only spherical represen-
tations are principal series representations and 1-dimensional representations.

Theorem 3.21. Let (π, V ) be an irreducible admissible spherical representation
of GL(2, F ). Then either V is 1-dimensional that has a form of π(g) = χ(det(g))
for some unramified quasicharacter χ of F×, or a spherical principal series
representation.

Proof. Let ξ be the character ofHK associated with the spherical representation
(π, V ) and let λ, µ be the eigenvalues of T (p) and R(p). Since R(p) is invertible,
µ ̸= 0. Let α1, α2 be the roots of the quadratic polynomialX2−q−1/2λX+µ = 0,
and let χ1, χ2 be the unramified quasicharacters of F× with χi(ϖ) = αi. Then
T (p) and R(p) have the same eigenvalues λ and µ on V K , so the character ξ and
the character associated with B(χ1, χ2) coincides. So if B(χ1, χ2) is irreducible,
(π, V ) ≃ B(χ1, χ2) by the Theorem 3.20. If not, we may assume α1α

−1
2 = q so

that B(χ1, χ2) has a 1-dimensional subspace. By Theorem 3.20 again, (π, V )
is isomorphic to this 1-dimensional subrepresentation, and we can check that
π(g) = χ(det(g)) where χ(y) = |y|χ1(y).

We can also compute the action of intertwining operator on the spherical
vector.

Proposition 3.23. Let (π, V ) = B(χ1, χ2), (π
′, V ′) = B(χ2, χ1), and let M :

V → V ′ be the intertwining map. Then we have

MϕK,χ =
1− q−1α1α

−1
2

1− α1α
−1
2

ϕK,χ′ .
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Proof. It is clear that MϕK,χ is a spherical vector in V ′, so MϕK,χ = cϕK,χ′

for some constant c =MϕK,χ(1) ∈ C. For the computation of c, we have∫
F

ϕK,χ

((
−1

1

)(
1 x

1

))
dx = 1 +

∑
m≥1

|p−m − p−(m−1)|q−mαm1 α−m
2

= 1 +
∑
m≥1

(1− q−1)(α1α
−1
1 )m

=
1− q−1α1α

−1
2

1− α1α
−1
2

.

There are two special functions on GL(2, F ) associated with a spherical
representation, called spherical Whittaker function and spherical function. Let’s
study spherical Whittaker model first.

Definition 3.15. Let (π, V ) = B(χ1, χ2) be a spherical principal series rep-
resentation where χ1, χ2 are unramified quasicharacters. Define a Whittaker
functional Λ on B(χ1, χ2) by

Λ(f) =

∫
F

f

((
−1

1

)(
1 x

1

))
ψ(−x)dx

where ψ is a nonzero additive character with conductor OF . We define the
spherical Whittaker function W0 : GL(2, F ) → C as W0(g) = Λ(π(g)ϕK).

The integral absolutely converges if χ is dominant, i.e. |α1| < |α2|. For
general χ, we can define it as a limit

Λ(f) = lim
k→∞

∫
p−k

f

(
w0

(
1 x

1

))
ψ(−x)dx.

which makes sense and defines a Whittaker functional.
We can compute the spherical Whittaker function explicitly. Note that we

have

W0

((
1 x

1

)(
z

z

)
gk

)
= ψ(x)ω(z)W0(g)

for x ∈ F, z ∈ F× and k ∈ K, where ω = χ1χ2 is the central quasicharacter of
B(χ1, χ2). So it is sufficient to compute W0(g) as g runs through a set of coset
representatives for N(F )Z(F )\GL(2, F )/K, and by Iwasawa decomposition, it
is sufficient to compute

W0

(
ϖm

1

)
for m ∈ Z.
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Theorem 3.22. Let am =
(
ϖm

1

)
. Then we have the following explicit formula

W0(am) =

{
(1− q−1α1α

−1
2 )q−m/2

αm+1
1 −αm+1

2

α1−α2
m ≥ 0

0 m < 0.

Proof. For m < 0, we have

W0

(
am

(
1 x

1

))
=W0

((
1 ϖmx

1

)
am

)
= ψ(ϖmx)W0(am)

and by choosing x ∈ OF with ψ(ϖmx) ̸= 1, we get W0(am) = 0. For m ≥ 0, we
use a special basis {ϕ0, ϕ1} of V K0(p) ≃ J(V ), which is called Casselman basis.
These are vectors such that L0(ϕ0) = L1(ϕ1) = 1 and L1(ϕ0) = L0(ϕ1) = 0,
where L0, L1 are linear functionals on V defined as L1(ϕ) = ϕ(1) and L0(ϕ) =
(Mϕ)(1), which can be regarded as a functional on J(V ) or V K0(p). One
can check that these are nonzero and linearly independent, so form a basis
of J(V )∗ ≃ (V K0(p))∗. Using this, one can prove that

W0(am) = Cq−m/2αm1 +MϕK,χ(1)q
−m/2αm2 ,

for some C ∈ C. Also, (1−q−1α1α
−1
2 )−1W0(g) is invariant under the interchange

of α1 and α2 since it is a normalized spherical vector and B(χ1, χ2) ≃ B(χ2, χ1).
Using this, we can compute C and we obtain the formula.

Spherical function is defined as σ(g) = ⟨π(g)v, v̂⟩ where v ∈ V, v̂ ∈ V̂ are nor-
malized spherical vectors so that ⟨v, v̂⟩ = 1. We can also compute this function
explicitly. Note that σ is K-biinvariant and σ(( z z ) g) = ω(z)σ(g), so we only
need to compute its values on a coset representatives for KZ(F )\GL(2, F )/K.
By Cartan decomposition, it is sufficient to compute σ(am) for m ≥ 0.

Theorem 3.23 (Macdonald formula). For m ≥ 0,

σ(am) =
1

1 + q−1
q−m/2

[
αm1

1− q−1α2α
−1
1

1− α2α
−1
1

+ αm2
1− q−1α1α

−1
2

1− α1α
−1
2

]
.

We can ask a different kind of question. When principal series representa-
tions are unitarizable? If the representation is induced from unitary data, then
it is also unitary.

Proposition 3.24. If χ1, χ2 are unitary characters of F×, then B(χ1, χ2) is
unitarizable.

Proof. For f1, f2 ∈ V ,

⟨f1, f2⟩ =
∫
K

f1(k)f2(k)dk

defines a positive-definite GL(2, F )-invariant Hermitian pairing.
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However, there may exist other principal series representations that are uni-
tary but not induced from unitary characters.

Proposition 3.25. If B(χ1, χ2) is unitarizable, then either χ1, χ2 are unitary,
or χ1 = χ2

−1.

Proof. If ⟨ , ⟩ is the paring, then (f1, f2) := ⟨f1, f2⟩ is a nondegenerate GL(2, F )-
invariant bilinear pairing

B(χ1, χ2)× B(χ1, χ2) → C,

and so B(χ1, χ2) ≃ ̂B(χ1, χ2) ≃ B(χ−1
1 , χ−1

2 ).

So we want to know when B(χ, χ−1) is unitary. If we write χ(y) = χ0(y)|y|s
with a unitary character χ0 and s ∈ R, Then B(χ, χ−1) ≃ χ0⊗B(χs, χ−1

s ) where
χs(y) = |y|s. So we are reduced to determine when B(χs, χ−1

s ) is unitarizable.

Proposition 3.26. Suppose that s ̸= ± 1
2 is a real number, so that B(χs, χ−1

s )
is irreducible. Then B(χs, χ−1

s ) is unitarizable if and only if − 1
2 < s < 1

2 .

Proof. We may assume s < 0. Since V = B(χs, χ−1
s ) is irreducible, there can

be at most one nondegenerate GL(2, F )-invariant sesquilinear pairing on V (up
to a constant multiple). If we put Ms : B(χs, χ−1

s ) → B(χ−1
s , χs), then we get a

nondegenerate sesquilinear pairing

⟨f1, f2⟩ =
∫
K

(Msf1)(k)f2(k)dk.

Define an Iwahori fixed vector

f0(g) =

{
δs+1/2(b) g = bk, b ∈ B(F ), k0 ∈ K0(p)

0 g ∈ B(F )w0K0(p)

where K0(p) = {
(
a b
c d

)
∈ GL(2,OK) : c ∈ p}. Then we get

⟨f0, f0⟩ =
1− q−1

1 + q

q−2s

1− q−2s
.

Here the integral converges for s > 0 and this equation gives an analytic con-
tinutation for s < 0, and this expression is negative for s < 0. For the standard
spherical vector ϕK , we have

⟨ϕK , ϕK⟩ = 1− q−1−2s

1− q−2s

which is negative if − 1
2 < s < 0 but positive s < − 1

2 . So it can’t be unitarizable
for s < − 1

2 (since it is not positive definite) and it remain to show that it is
unitarizable for − 1

2 < s < 0. To prove this, we consider a new intertwining
operator M∗

s = (1− q−2s)Ms. The original Ms is not defined at s = 0 (it has a
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pole), butM∗
s is even defined at s = 0 and it varies continuously. We know that

B(χs, χ−1
s ) is unitary for s = 0, and the new pairing ⟨f1, f2⟩∗ = (1−q−2s)⟨f1, f2⟩

become positive definite. Now let ρ be an irreducible admissible representation
of K. If it is not positive definite for some − 1

2 < s < 0, then there exists
s such that M∗

s has zero eigenvalue, which means that M∗
s is not invertible.

This contradicts to the fact that Ms is nonzero, so invertible for − 1
2 < s < 0.

Hence ⟨ , ⟩∗ defines a positive definite Hermitian form on V (ρ), so on V =
⊕ρ∈K̂V (ρ).

These representations are called complementary series representation (re-
call that there is also complementary series representation for GL(2,R)). In
summary, we have the following result.

Theorem 3.24. B(χ1, χ2) is unitary if and only if either χ1, χ2 are unitary,
or else there exists a unitary character χ0 and a real number − 1

2 < s < 1
2 such

that χ1(y) = χ0(y)|y|s and χ2(y) = χ0(y)|y|−s.

3.8 Local zeta functions and local functional equations

In this section, we will define local zeta functions and prove local functional
equations, which will be used to define and prove global functional equations of
global automorphic L-functions in Chapter 4. We will use some notations from
Tate’s thesis, so you may have to read Chapter 4.1 first. To define local zeta
functions,

First, we will show that Jacquet module controls the asymptotics of the
functions in the Kirillov model of V . This will allow us to define local zeta
functions (we will define it as an integral of Kirillov model over F×, and the
following results control the convergence).

Proposition 3.27. Let (π, V ) be an irreducible admissible representation of
GL(2, F ). Then dim J(V ) ≤ 2, and if it is nonzero, then π is isomorphic to a
subrepresentation of B(χ1, χ2).

Proof. Since it is trivial if J(V ) = 0, assume that J(V ) ̸= 0. By Theorem 3.6,
J(V ) is admissible T (F )-module, so is its contragredient. Since T (F ) is abelian,
there exists 1-dimensional T (F )-invariant subspace of J(V )∗, which means that
there exists a quasicharacter χ of T (F ) and a nonzero linear functional L :
J(V ) → C such that L(πN (t)v) = (δ1/2χ)(t)L(v) for v ∈ J(V ), t ∈ T (F ).
If we consider L as a linear functional on V that is trivial on VN , we have
L(π(b)v) = (δ1/2χ)(b)L(v) for v ∈ V, b ∈ B. (Here we extend χ to B(F ) that
is trivial on N(F ). By Frobeinus reciprocity, this corresponds to a nonzero
intertwining map V → B(χ1, χ2), which is injective because of irreducibility of
V . Since Jacquet functor is exact, we have J(V ) ↪→ J(B(χ1, χ2)) and the result
follows from dim J(B(χ1, χ2)) = 2.

Proposition 3.28. Let (π, V ) be an infinite dimensional irreducible represen-
tation of GL(2, F ), and let’s identify it with its Kirillov model. Then ϕ ∈ V is
locally constant and ϕ(y) vanishes for sufficiently large |y|. Also, if ϕ ∈ VN then
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ϕ(y) = 0 for sufficiently small |y|, so that ϕ : F× → C is a compactly supported
smooth function.

Proof. Recall that the action of B1(F ) on the Kirillov model is given as

π

(
a

1

)
ϕ(x) = ϕ(ax), π

(
1 b

1

)
ϕ(x) = ψ(bx)ϕ(x).

Since π is a smooth representation, ϕ is fixed by an open subgroup of T1(F ), and
the first equation implies that ϕ is locally constant. Also, ϕ is fixed by N(pk) for
some k, which gives ϕ(y) = ψ(xy)ϕ(y) for all x ∈ pk. If |y| is sufficiently large,
then ψ(xy) ̸= 1 and so ϕ(y) = 0. For the last claim, a function ϕ′ = π ( 1 x1 )ϕ−ϕ
satisfies ϕ′(y) = (ψ(xy)− 1)ϕ(y), and if |y| is sufficiently small then ψ(xy) = 1,
hence ϕ′ = 0.

Now we can completely understand what is VN ⊆ V as a Kirillov model.

Theorem 3.25. Let (π, V ) be an irreducible smooth representation of GL(2, F ).
Assume that V is infinite dimensional, so that it has a Kirillov model; identify
(π, V ) with its Kirillov model. Then VN = C∞

c (F×).

Proof. By the previous proposition, we have VN ⊆ C∞
c (F×). Also, VN ̸= 0

since dimV = ∞ and dim J(V ) <∞. So it is enough to show that C∞
c (F×) is

an irreducible B1(F )-module.
Let U be a nonzero invariant subspace of C∞

c (F×). For any a ∈ F×, we
will show that U contains a characteristic function of any sufficiently small
neighborhood of a, which proves U = C∞

c (F×). Let 0 ̸= ϕ ∈ U and we may
assume ϕ(a) ̸= 0. Let W be an open neighborhood of a such that ϕ|W = ϕ(a).

Choose f ∈ C∞
c (F ) such that f̂ = 1

f(a)1W , then

ϕ1(y) :=

∫
F

f(x)π

(
1 x

1

)
ϕ(y)dx =

∫
F

f(x)ψ(xy)ϕ(y)dx = f̂(y)ϕ(y) = 1W (y)

is in C∞
c (F×) since it is a finite sum of elements of C∞

c (F×).

Now we will see that we can control the asymptotic of functions in the
Kirillov model of representations of GL(2, F ) near 0. The previous theorem
tells us that if (π, V ) is a supercuspidal representation, then the functions in
the Kirillov model vanishes near 0. We will also study the other two cases -
principal series representations and special representations.

Proposition 3.29. Let (π, V ) be an irreducible representation identified with its
Kirillov model. Let χ be a quasicharacter of T (F ) and χ1, χ2 be the correspond-
ing quasicharacters of F×. Assume that ϕ ∈ V satisfies πN (t)ϕ = (δ1/2χ)(t)ϕ
for all t ∈ T (F ), where ϕ is the image of ϕ in J(V ). Then there exists a constant
C such that

ϕ(t) = C|t|1/2χ1(t)

for sufficiently small |t|.
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Proof. Let t0 ∈ ϖO×
F . By assumption,

π

(
t0

1

)
ϕ− (δ1/2χ)

(
t0

1

)
ϕ

is in VN , so it vanishes near zero. So there exists a constant ϵ(t0) > 0 such that

ϕ(tu)− |t|1/2χ1(t)ϕ(u) = 0

for t = t0 and |u| ≤ ϵ(t0). By smoothness of π and χ, it also holds when t is near
t0. By compactness of ϖO×

F , there exists uniform ϵ > 0 such that the above
equation is true for t ∈ ϖO×

F and |u| ≤ ϵ. By factoring 0 ̸= t ∈ p as a product
of elements of ϖO×

F , we get the same equation for 0 ̸= t ∈ p and |u| ≤ ϵ, which
proves the claim.

Theorem 3.26. Let (π, V ) = π(χ1, χ2) be an irreducible principal series rep-
resentation.

1. If χ1 ̸= χ2, the space of Kirillov model of V consists of the functions ϕ on
F× that are smooth, vanish for large t and

ϕ(t) = C1|t|1/2χ1(t) + C2|t|1/2χ2(t)

for small t, where C1, C2 are constants.

2. If χ1 = χ2, the space of Kirillov model of V consists of the functions ϕ on
F× that are smooth, vanish for large t and

ϕ(t) = C1|t|1/2χ1(t) + C2v(t)|t|1/2χ1(t)

for small t, where C1, C2 are constants and v : F× → C is the valuation
map.

Proof. This follows from Theorem 3.12 and the previous proposition. For de-
tails, see p.515 of [bu].

Theorem 3.27. Let (π, V ) = σ(χ1, χ2) be a special representation, where
(χ1χ

−1
2 )(t) = |t|−1. Then the space of Kirillov model of V consists of the func-

tions ϕ on F× that are smooth, vanish for large t and

ϕ(t) = C|t|1/2χ2(t)

for small t, where C is a constant.

Proof. The proof is almost same as the proof of Theorem 3.26. Note that T (F )
acts as δ1/2χ on the Jacquet module of σ(χ1, χ2).

Now we can define local L-function L(s, π, ξ) for given (π, V ) and a qua-
sicharacter ξ : F× → C×, and local zeta functions Z(s, ϕ, ξ) for ϕ ∈ V (identi-
fied with the Kirillov model). The above theorems about asymptotes of Kirillov
models will allow us to define local zeta functions.
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Definition 3.16. Let (π, V ) be an irreducible admissible representation of GL(2, F )
that admits a Whittaker model. Define the local L-function L(s, π) associated
with (π, V ) as

L(s, π) =


(1− α1q

−s)−1(1− α2q
−s)−1 spherical principal series, αi = χi(ϖ)

(1− α2q
−s)−1 special representation, (χ1χ

−1
2 )(y) = |y|−1

1 otherwise.

Also, for a quasicharacter ξ : F× → C×, define L(s, π, ξ) := L(s, π ⊗ ξ).

Proposition 3.30. Let (π, V ) be an irreducible admissible representation of
GL(2, F ) that admits a Whittaker model. If ϕ is an element of the space of the
Kirillov model of π, consider the integral

Z(s, ϕ, ξ) =

∫
F×

ϕ(y)ξ(y)|y|s−1/2d×y,

where d×y denotes the normalized Haar measure on F×. This integral is con-
vergent for sufficiently large ℜs and has meromorphic continuation to all s.
More precisely, Z(s, ϕ, ξ) = pϕ(s

−1)L(s, π, ξ), where pϕ is a rational function.
Moreover, ϕ can be chosen so that pϕ = 1.

Proof. We will only show the case where (π, V ) is a spherical principal series
representation and ξ is unramified. By Theorem 3.26, we can assume that
ϕ(y) = 0 for |y| > qN and ϕ(y) = C1|y|1/2χ1(y) + C2|y|1/2χ2(y) for |y| ≤ q−N

′
.

Then the integral can be written as

Z(s, ϕ, ξ) =
∑
m∈Z

∫
|y|=qm

ϕ(y)ξ(y)|y|s−1/2d×y

=

N ′−1∑
m=−N

q−m(s−1/2)

∫
|y|=q−m

ϕ(y)ξ(y)d×y

+
∑
m≥N ′

q−m(s−1/2)

∫
|y|=q−m

(C1|y|1/2χ1(y) + C2|y|1/2χ2(y))ξ(y)d
×y

= rϕ(q
−s) +

∑
m≥N ′

[C1(α1q
−s)m + C2(α2q

−s)m]

∫
|y|=q−m

ξ(y)d×y

= rϕ(q
−s) +

∑
m≥N ′

[C1(α1ξ(ϖ)q−s)m + C2(α2ξ(ϖ)q−s)m]

= rϕ(q
−s) +

C1α
N ′

1 q−N
′s

1− α1ξ(ϖ)q−s
+

C2α
N ′

2 q−N
′s

1− α2ξ(ϖ)q−s

= pϕ(q
−s)L(s, π, ξ)
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where pϕ is a rational function, C ′ =
∫
|y|=1

ξ(y)d×y and L(s, π, ξ) = L(s, π⊗ ξ)

with π ⊗ ξ ≃ π(ξχ1, ξχ2). Now, define ϕ : F× → C as

ϕ(y) =

{
α1

α1−α2
|y|1/2(ξχ1)(y)− α2

α1−α2
|y|1/2(ξχ2)(y) y ∈ OF

0 otherwise

Then this function is in the Kirillov model of π(ξχ1, ξχ2), and we can check
Z(s, ϕ, ξ) = L(s, π, ξ) by the above computation.

The next theorem gives us local functional equations of local zeta integrals.

Theorem 3.28 (Local functional equation). Let (π, V ) be an irreducible ad-
missible representation of GL(2, F ) with central quasicharacter ω that admits a
Whittaker model, and let ξ be a quasicharacter of F×. Identify V with the space
of Kirillov model. There exists a meromorphic function γ(s, π, ξ, ψ) such that

Z(1− s, π(w1)ϕ, ω
−1ξ−1) = γ(s, π, ξ, ψ)Z(s, ϕ, ξ), w1 =

(
1

−1

)
for all ϕ ∈ V .

Proof. For fixed s, define two linear functionals L1, L2 on V by

L1(ϕ) = Z(s, ϕ, ξ), L2(ϕ) = Z(1− s, π(w1)ϕ, ω
−1ξ−1).

We can check that both linear functionals satisfy

L

(
π

(
y

1

)
ϕ

)
= ξ(y)−1|y|−s+1/2L(ϕ)

by using change of variables and analytic continuations. Using Proposition 3.6,
one can show that L1 and L2 are linearly dependent when restricted to VN , so
c1L1 + c2L2 factors through J(V ) for some c1, c2 ∈ C that not both zero. This
implies that c1L1 + c2L2 = 0 for all but two possible choices of s in C modulo
2πi/ log(q), and meromorphic continuation proves that they are proportional for
all s, i.e. there exists a meromorphic function γ(s, π, ξ, ψ) satisfies L1 = γL2.

We call the meromorphic function γ(s, π, ξ, ψ) (which does not depend on
the choice of ϕ) as a gamma factor. The next proposition shows that the gamma
factors γ(s, π, ξ, ψ) determine the representation π.

Proposition 3.31. Let π1, π2 be irreducible admissible representations of GL(2, F ).
Suppose that π1, π2 have the same central quasicharacter ω and that γ(s, π1, ξ, ψ) =
γ(s, π2, ξ, ψ) for all quasicharacters ξ of F×. Then π1 ≃ π2.

Proof. Let’s identify π1, π2 with their Kirillov models, so V1, V2 are subspaces
of C∞(F×) with GL(2, F )-actions. Let V0 = V1 ∩ V2. It is enough to show
that π1(w1)ϕ = π2(w1)ϕ for ϕ ∈ V0, because this implies V1, V2 are nonzero
irreducible GL(2, F )-spaces so we get V1 = V0 = V2. (Note that B(F ) and w1
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generate GL(2, F ).) Also, if we put ϕi = πi(w1)ϕ, then it is sufficient to show
that ϕ1(1) = ϕ2(1) by considering the action of ( a 1 ) for a ∈ F×. To show
this, we use Fourier inversion formula: if M is compact abelian group with
normalized Haar measure (so that |M | = 1), and if F is a continuous function
on M , then

F (1) =
∑
χ∈M̂

∫
M

F (m)χ(m)dm.

Now for n ∈ Z, let

Fξ(n) =

∫
|y|=q−n

(ϕ1(y)− ϕ2(y))ξ(y)d
×y.

Then Fξ(0) depends only on the restriction of ξ on O×
F , and Fξ(0) = 0 for all

but finitely many characters ξ of O×
F and

ϕ1(1)− ϕ2(1) =
∑
ξ∈Ô×

F

Fξ(0)

by Fourier inversion formula applied to M = O×
F and F (y) = ϕ1(y) − ϕ2(y).

By hypothesis and the functional equations of local zeta functions, we have
Z(s, ϕ1, ξ) = Z(s, ϕ2, ξ) for all characters ξ of F×. Also, since ϕi(y) = 0 for
sufficiently large |y|, Fξ(n) = 0 for sufficiently small n. If we put x = q−s+1/2,
then ∑

n∈Z
Fξ(n)x

n = Z(s, ϕ1, ξ)− Z(s, ϕ2, ξ) = 0

for sufficiently small x (i.e. sufficiently large ℜs), so Fξ(n) = 0 for all n, and in
particular, Fξ(0) = 0.

There’s a simple relation between this (local) gamma factor for GL(2, F )
and GL(1, F ), i.e. Tate gamma factors.

Theorem 3.29 (Jacquet-Langlands). Let χ1, χ2 be quasicharacters of F× such
that (π, V ) = B(χ1, χ2) is irreducible. Then

γ(s, π, ξ, ψ) = γ(s, ξχ1, ψ)γ(s, ξχ2, ψ)

where the Tate gamma factors γ(s, ξχi, ψ) are defined in Theorem 4.1.

Proof. The proof uses Whittaker model of B(χ1, χ2) constructed in section 3.6
using the Weil representation. Indeed, we defined another (and simpler) Whit-
taker model in the proof of Proposition 3.15. However, the one constructed by
means of Weil representation is much more helpful to prove this. It allows us
to express local zeta integral of the principal series representation as a prod-
uct of two local zeta integrals corresponds to two quasicharacters ξχ1 and ξχ2

naturally, and the result directly follows from this. For details, see p. 548 of
[bu].
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4 Global theory

Using local theories, now we can define GL(2)-automorphic forms. We will glue
local theories and interpret things in adélic language. Also, we will see how
to interpret the classical modular forms and Maass forms in this way. Before
we start, we will study GL(1)-theory first, which is developed by Tate in his
celebrated thesis. His thesis shows how powerful adélic languages are, and why
this is the right way to study global things.

After that, we define the notion of automorphic forms and representations
for GL(2), and define L-functions attached to automorphic representations for
GL(2), by generalizing Tate’s idea. Here we need Flath’s decomposition theorem
and multiplicity one theorem.

4.1 Tate’s thesis

Tate’s thesis is a theory of GL(1)-automorphic forms over a global field. In
1950s, Riemann proved that his famous Riemann zeta function has an analytic
continuation and a functional equation, by using the theta function. Tate re-
proved this fact, but in a completely different way. Tate’s idea is the following:

1. Develop Fourier theory on adéles A, including Fourier transform and
Fourier inversion formula.

2. Define adélic version of Hecke L-functions and local & global zeta integrals.
Prove functional equation for these zeta integrals.

3. Show that the local zeta integrals coincides with the local L-functions for
all but finitely many places.

4. Derive analytic continuation and functional equation for Hecke L-functions
from corresponding local statements. Also, Euler product becomes simply
a factorization of global integral according to the product structure of A×.

This gives a natural way to get the global result from local results, and we will
develop GL(2)-theory via similar way.

Let F be a global field (number field or function field over a finite field), and
let A = AF be its adéle ring, i.e. the restricted product

A =
∏′

v

Fv = {(av) ∈
∏
v

Fv : av ∈ Ov for all but finitely many v}

where v runs over the set of places of F and Fv is a completion of F with respect
to v. For non-archimedean v, Ov is a ring of integer of Fv. This is a locally
compact abelian group and we have Haar measure on it, which is both left and
right invariant. F can be embedded into A diagonally, and the quotient A/F
is compact. It is known that we can always find a nontrivial additive character
ψ =

∏
v ψv on A that is trivial on F . Also, any continuous character of A has

the form ψa(x) = ψ(ax) for some a ∈ A, and a 7→ ψa gives an isomorphism
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A ≃ A∗. Let Afin =
∏′

v<∞
Fv be a ring of finite adéles, which is a restricted

product of Fv’s for non-archimedean v.
Now we want to define Fourier transform as

f̂(x) =

∫
A
f(y)ψ(xy)dy,

where dy is a Haar measure on A. However, there are two problems with this
definition.

First, the integral does not converge for some f ∈ L2(A). To fix this, we
consider smaller but dense subspace, which is the space of Schwartz functions.

Definition 4.1 (Schwartz function on A). Let F be a local field. If F = R,
then a C-valued function f : Rn → C is a Schwartz function if

|f |α,β = sup
x∈Rn

|xα1
1 · · ·xαn

n |

∣∣∣∣∣ ∂β1+···+βnf

∂xβ1

1 · · · ∂xβn
n

(x)

∣∣∣∣∣
is bounded for all αi, βi ∈ Z≥0. We topologize the space of Schwartz functions
S(Rn) by giving it the smallest topology in which all the seminorms | |α,β are
continuous. If F = C, we regard Cn = R2n and define Schwartz space of C
similarly.

For non-archimedean F , define the Schwartz space S(Fn) of Schwartz func-
tions on Fn as the space of compactly supported smooth (i.e. locally constant)
functions, and give the weakest topology in which every linear functional is con-
tinuous. In fact, we can ignore the topology for non-archimedean case.

Now define S(A) as the space of all finite linear combinations of the form

Φ(x) =
∏
v

Φv(xv), x = (xv) ∈ A

where each Φv ∈ S(Fv) and Φv = 1Ov
for all but finitely many v.

For Schwartz functions, the integral absolutely converges and the problem
is resolved. However, there’s one more problem. We want that the Fourier

inversion formula holds, so that ˆ̂f(x) = f(−x) for all x ∈ A. To do this, Haar
measures on A and its dual A∗ should be compatible in some sense. We saw
that A∗ ≃ A by fixing a nontrivial additive character ψ : A/F → C×, and this
gives a unique normalization of the Haar measure for which the Fourier inversion
formula holds. Such measure is called self-dual Haar measure. If dxv’s are local
self-dual measures for each place v, then dx =

∏
v dxv is a self-dual measure of

A, and same thing holds for d×x =
∏
v d

×xv on A×.
We can also think Dirichlet characters in adélic setting. Such characters are

called Hecke characters.

Definition 4.2 (Hecke character). A Hecke character χ is a continuous char-
acter of A×/F×. We can write it as χ =

∏
v χv where χv = χ ◦ iv : F×

v → C×

where iv : F
×
v ↪→ A×.
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First, for all but finitely many v, local components χv are unramified :

Proposition 4.1. Let F be a global field and A = AF . Let χ : A× → C× be
a continuous character. Then there exists a finite set S of places, including all
archimedean ones, such that χv|O×

v
= 1 if v ̸∈ S. Such χv is called unramified.

Proof. By no small subgroup argument (Proposition 3.4), ker(χ|A×
fin
) contains

an open neighborhood of the identity.

Now the following proposition shows that finite order Hecke characters and
Dirichlet characters are just same things, at least for F = Q.

Proposition 4.2. 1. Let F = Q and χ : A×/F× → C× be a character.
There exists a unique character χ1 of finite order of A×/F× and a unique
purely imaginary number λ such that χ(x) = χ1(x)|x|λ.

2. Let F = Q and χ be a character of finite order of A×/F×. There exists
an integer N whose prime divisors are precisely the primes pv such that
v is a non-archimedean place of Q and χv is ramified, and a primitive
Dirichlet character χ0 modulo N such that if v is a non-archimdean place
such that pv ∤ N , then χ0(pv) = χ(pv). This correspondence χ 7→ χ0 is a
bijection between the characters of finite order of A×/F× and the primitive
Dirichlet characters.

Proof. Let N be a positive integer, and let

S0(N) = {v : v is non-archimedean, pv|N}
S1(N) = {v : v is non-archimedean, pv ∤ N}.

For each v ∈ S0(N), let

Uv(N) = {x ∈ Ov : x ≡ 1 (modN)}

and

Ufin(N) =
∏

v∈S0(N)

Uv(N)×
∏

v∈S1(N)

O×
v , U(N) = R×

+ × Ufin(N).

Then Ufin(N) form a basis of neighborhoods of the identity in A×
fin, so there exists

N such that χ|Ufin(N) = 1 by no small subgroup argument. The restriction χ|R×
+

is of the form |x|λ for some unique λ ∈ iR, so χ1(x) := χ(x)|x|−λ is trivial on
U(N). If we put

V (N) = R×
+ ×

∏
v∈S0(N)

Uv(N)×
∏′

v∈S1(N)

Q×
v ,

then this is an open subgroup and A× = Q×V (N) by the approximation the-
orem. Hence A×/Q× ≃ V (N)/(Q× ∩ V (N)) and it is enough to show that

70



χ1|V (N) has finite order. Since χ1 is trivial on U(N)(Q× ∩ V (N)), it is enough
to show [V (N) : U(N)(Q× ∩ V (N))] <∞. In fact, we have

V (N)/U(N)(Q× ∩ V (N)) ≃ IN/PN ≃ (Z/NZ)×

where IN is a group of all fractional ideals of Q prime to N , and PN is the
subgroup of principal fractional ideals αZ with α ∈ Q× ∩ V (N).

2 follows from composing with the above isomorphism. Note that we have
to take minimal N to make the corresponding Dirichlet character primitive.

This also holds for general global fields. This proposition will be used later
to show that the classicial Dirichlet L-function (or Hecke L-function for general
number fields) is same as the adélic version of it.

Definition 4.3. Let S be a finite set of places containing archimedean places
so that χv is unramified for all v ̸∈ S. For v ̸∈ S, we define the local L-function
Lv(s, χv) as

Lv(s, χv) = (1− χ(pv)q
−s
v )−1

and the partial L-function as

LS(s, χ) =
∏
v ̸∈S

Lv(s, χv).

If χ(x) = χ1(x)|x|λ, then LS(s, χ) = LS(s + λ, χ1) and so we can assume
that χ is of finite order. We will define Lv(s, χv) for v ∈ S later.

Proposition 4.3 (Poisson summation formula). 1. The volume of A/F is 1
with respect to the self-dual Haar measure on A.

2. Let Φ be a Schwartz function on A and let

Φ̂(x) =

∫
A
Φ(y)ψ(xy)dy

be its Fourier transform. Then∑
α∈F

Φ(αt) =
1

|t|
∑
α∈F

Φ̂
(α
t

)
for any t ∈ A×.

Proof. For t ∈ A×, define

F (x) =
∑
α∈F

Φ((x+ α)t).

This is a continuous function on the compact abelian group A/F and has a
Fourier expansion

F (x) =
∑
β∈F

cβψ(−βx).
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By orthogonality of characters, coefficients can be computed by

cβ =
1

V

∫
A/F

F (x)ψ(βx)dx

=
1

V

∫
A/F

∑
α∈F

Φ((x+ α)t)ψ(β(x+ α))dx

=
1

V

∫
A
Φ(xt)ψ(βx)dx

=
1

V |t|

∫
A
Φ(x)ψ(βx/t)dx =

1

V |t|
Φ̂

(
β

t

)
.

Here V is the volume of A/F and we use the substitution x → x/t in the last
equality. Now put x = 0 and we get∑

α∈F
Φ(αt) = F (0) =

∑
β∈F

cβ =
1

V |t|
∑
β∈F

Φ̂

(
β

t

)
.

If we apply this twice and put t = 1, then∑
α∈F

Φ(α) =
1

V 2

∑
α∈F

Φ(−α)

and this implies V = 1.

Definition 4.4 (Zeta integral). For Φ ∈ S(A) and a Hecke character χ :
A×/F× → C×, define the zeta integral as

ζ(s, χ,Φ) =

∫
A×

Φ(x)χ(x)|x|sd×x.

If Φ =
∏
v Φv, then this integral factorizes formally as

ζ(s, χ,Φ) =
∏
v

ζv(s, χv,Φv)

where

ζv(s, χv,Φv) =

∫
F×

v

Φv(x)χv(x)|x|svd×x.

The last integrals ζv(s, χv,Φv) are called local zeta integrals.

We will show that the above factorization of zeta integral makes sense, i.e.
it converges for ℜs > 1. Also, we will show functional equations of local zeta
integrals, which automatically gives the functional equation for the global zeta
integral.

Proposition 4.4. 1. The local integrals are convergent if ℜs > 0.
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2. There exists a finite set S of places containing the archimedean ones such
that

ζv(s, χv,Φv) = (1− χ(pv)q
−s
v )−1

for all v ̸∈ S. Indeed, it is sufficient to choose S so that if v ̸∈ S, then χv
is unramified and Φv is the characteristic function of Ov.

3. The global integral integral is absolutely convergent for ℜs > 1, in which
case the decomposition is valid.

Proof. First, we will show that the integral absolutely converges for ℜs > 0.
Since χv is unitary, the integral is bounded by∫

F×
v

|Φv(x)||x|svd×xv =
∫
|x|v≤1

|Φv(x)||x|svd×xv +
∫
|x|v>1

|Φv(x)||x|svd×xv

For the above two integrals on RHS, second integral absolutely converges be-
cause of rapid decay of Φv(x) (the function is in the Schwartz space). For the
first integral corresponds to the region |x|v ≤ 1, |Φv(x)| is bounded because
|x|v ≤ 1 is compact. So we can ignore Φv(x) and the remaining term decom-
poses as ∑

k≥0

∫
ordv(x)=k

|x|svd×xv =
∑
k≥0

q−ksv

when v is non-archimedean, and the summation converges for ℜs > 0. Real and
complex case comes from the convergence of the integrals∫ 1

−1

|t|s dt
t
,

1

2π

∫ 2π

0

∫ 1

0

r2s
dr

r
dθ

for ℜs > 0.
Now let S be a finite set of primes so that for all v ̸∈ S, v is non-archimedean,

χv is unramified and Φv = 1Ov . Then

ζv(s, χv,Φv) =

∫
F×

v

1Ov (x)χv(x)|x|svd×xv

=
∑
k≥0

∫
ordv(x)=k

χv(pv)
kq−ksv d×xv

=
∑
k≥0

(χv(pv)q
−s
v )k = (1− χv(pv)q

−s
v )−1

Now the product ∏
v

ζv(s, χv,Φv)

absolutely converges for ℜs > 1 because the local zeta integrals agrees with the
local factors of corresponding Hecke L-function.
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Theorem 4.1 (Tate). 1. The local integral has meromorphic continuation
to all s ∈ C, with no poles in the region ℜs > 0.

2. There exists a meromorphic function γv(s, χv, ψv), independent of the test
function Φv such that

ζv(1− s, χ−1
v , Φ̂v) = γv(s, χv, ψv)ζv(s, χv,Φv).

3. Let s0 ∈ C be given. We can choose Φv so that ζv(s, χv,Φv) has neither
zero nor pole at s = s0. If v is non-archimedean, we may even choose the
local data so that ζv(s, χv,Φv) is identically equal to 1.

Proof. First, we show that γ doesn’t depend on the test function when 0 <
ℜs < 1. In other words, we must prove that

ζv(1− s, χ−1
v , Φ̂v)ζv(s, χv,Φ

′
v) = ζv(1− s, χ−1

v , Φ̂′
v)ζv(s, χv,Φv).

The LHS equals to∫
F×

v

[∫
Fv

Φv(y)ψv(xy)dy

]
χv(x)

−1|x|1−sv d×x

∫
F×

v

Φ′
v(z)χv(z)|z|svd×z

=

∫
F×

v

∫
Fv

∫
F×

v

Φv(y)Φ
′
v(z)ψv(xy)χv(x)

−1χv(z)|x|1−sv |z|svd×xdyd×z

=
1

mv

∫
F×

v

∫
F×

v

∫
F×

v

Φv(y)Φ
′
v(z)χv(yz)|yz|svψv(x)χv(x)−1|x|1−sv d×xd×yd×z

where the last equality follows from the substitution x→ y−1x for y ̸= 0. Here
mv is a constant that satisfies d×y = mvdy/|y|v between nomarlized additive
Haar measure and normalized multiplicative Haar measure. Clearly, this is
symmetric in Φv and Φ′

v, so the equation holds.

To extend this for all s, choose Φv so that Φ̂v vanishes in a neighborhood of
zero. Then ζv(1 − s, χ−1

v , Φ̂v) is convergent for all s and we already know that
ζv(s, χv,Φv) is convergent and holomorphic for ℜs > 0. This implies that their
quotient γv(s, χv, ψv) has a meromorphic continuation on ℜs > 0, and we get a
similar result for ℜs < 1 by choosing nice Φv that vanishes near zero. This also
proves 1 together with the previous proposition.

For 3, choose Φv as compactly supported near x = 1, so that integral con-
verges for any s ∈ C and χv(x)|x|s0v has positive real part on the support of Φv,
so is nonzero. For non-archimedean v, choose Φv so that the support of Φv is
in O×

v , then ζv(s, χv,Φv) is independent of s and we can normalize it as 1.

Proposition 4.5. The function ζ(s, χ,Φ) has meromorphic continuation and
its entire unless the restriction of χ to the subgroup A×

1 = {x ∈ A : |x| = 1} is
trivial. In this case, χ(x) = |x|λ for some λ ∈ iR and ζ(s, χ,Φ) can have pole
at s = 1− λ and λ. Also, it satisfies the functional equation

ζ(s, χ,Φ) = ζ(1− s, χ−1, Φ̂).
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Proof. The main idea is to split the integral into two parts, |x| < 1 and |x| > 1,
and using the Poisson summation formula to unfold and refold integral. Let

ζ1(s, χ,Φ) :=

∫
A×

|x|>1

Φ(x)χ(x)|x|sd×x

ζ0(s, χ,Φ) :=

∫
A×

|x|<1

Φ(x)χ(x)|x|sd×x

We already know that the first integral converges for all s, since it converges for
ℜs > 1 by the previous results and decreasing ℜs only improves the convergence
in the region |x| > 1. For the second one, we can unfold the integral as

ζ0(s, χ,Φ) =
∑
α∈F×

∫
A×/F×

|x|<1

Φ(αx)χ(αx)|αx|sd×x

=

∫
A×/F×

|x|<1

[ ∑
α∈F×

Φ(αx)

]
χ(x)|x|sd×x

=

∫
A×/F×

|x|<1

[∑
α∈F

Φ(αx)

]
χ(x)|x|sd×x− Φ(0)

∫
A×/F×

|x|<1

χ(x)|x|sd×x

since χ(α) = 1 = |α| for all α ∈ F . The last integral can be written as

1∫
0

∫
A×/F×

|x|=t

χ(x)|x|sd×xdt
t

If χ|A×
1

is nontrival, then this integral is zero since there exists y0 ∈ A×
1 with

χ(y0) ̸= 1 and∫
A×/F×

|x|=t

χ(x)|x|sd×x =

∫
A×/F×

|x|=t

χ(xy0)|xy0|sd×x = χ(y0)

∫
A×/F×

|x|=t

χ(x)|x|sd×x

impiles that the integral vanishes. If it is trivial, then χ(x) = |x|λ for some
λ ∈ iR (since χ is unitary) and the integral became

ρF

∫ 1

0

ts+λ
dt

t
=

ρF
s+ λ
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where ρF is the volume of A×
1 /F

×. By the Poisson summation formula, we have

ζ0(s, χ,Φ) =


∫
A×/F×

|x|<1

[∑
α∈F Φ̂

(
α
x

)]
χ(x)|x|s−1d×x χ|A×

1
̸= 1∫

A×/F×

|x|<1

[∑
α∈F Φ̂

(
α
x

)]
χ(x)|x|s−1d×x− ρFΦ(0)

s+λ χ|A×
1
= 1

Now apply the change of variable x→ x−1 and we get

ζ(s, χ,Φ) =

ζ1(s, χ,Φ) + ζ1(1− s, χ−1, Φ̂) χ|A×
1
̸= 1

ζ1(s, χ,Φ) + ζ1(1− s, χ−1, Φ̂)− ρF

(
Φ(0)
s+λ + Φ̂(0)

1−s−λ

)
χ|A×

1
= 1

Essential boundedness follows from

|ζ1(s, χ,Φ)| ≤
∫
A×

|x|>1

|Φ(x)||x|ℜ(s)d×x.

By combining all the previous results, we get the analytic continuation and
functional equation of a Hecke L-function.

Theorem 4.2 (Hecke, Tate). Let χ be a Hecke character of A×/F×. Let S
be a finite set of places of F such that for all v ̸∈ S, χv is unramified and the
conductor of ψv is Ov. Then LS(s, χ) has meromorphic continuation to all s,
entire unless there exists a complex number λ such that χ(x) = |x|λ, in which
case the poles are at s = −λ and s = 1− λ. We have the functional equation

LS(s, χ) =

(∏
v∈S

γv(s, χv, ψv)

)
LS(1− s, χ−1).

Proof. We proved that Lv(s, χv) = ζv(s, χv,Φv) holds except for finitely many
places (especially, for v ̸∈ S). Then the functional equation of the local and
global zeta integrals give the result.

We will complete the L-function by defining Lv(s, χv) for v ∈ S, too. In this
case, the functional equation will contain some extra factors called ϵ factors. If
v ∈ S is non-archimedean (so that χv is ramified), then define Lv(s, χv) = 1.
If v is real, χv(x) = (x/|x|v)ϵ for some ϵ ∈ {0, 1}, and we define Lv(s, χv) =
π−(s+ϵ)/2Γ((s+ ϵ)/2). Finally, for complex v,

χv(x) = |x|νv

(
x√
|x|v

)k
for some ν ∈ iR and k ∈ Z (since it is unitary). (Here |x|v is the square of the
usual complex norm.) Then we put

Lv(s, χv) =
1

2
(2π)−s−ν−|k|/2Γ

(
s+ ν +

|k|
2

)
.
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We say that a nonzero function e : C → C is of exponential type if e(s) = abs

for some a ∈ C and b ∈ R. We will show that we can choose appropriate Φv so
that the quotient of local zeta integrals by local L-functions became a function
of exponential type.

Proposition 4.6. Let v be any place of F and s0 ∈ C. Then Lv(s, χv) has
a pole at s = s0 iff ζv(s, χv,Φv) has a pole there for some Φv ∈ S(Fv). In
particular, ζv(s, χv,Φv)/Lv(s, χv) is holomorphic for all values of s. If v is
non-archimedean, then ζv(s, χv,Φv) is rational function in q−sv . There exists a
choice of Φv such that ζv(s, χv,Φv)/Lv(s, χv) is a function of exponential type.

Proof. For a non-archimedean v, we can write the local zeta integral as

ζv(s, χv,Φv) =
∑
k∈Z

qksv

∫
|x|v=qkv

Φv(x)χv(x)d
×x.

Since Φv(x) is compactly supported, the contribution is zero for large k. Also,
if −k is large, then Φv(x) = Φv(0) (since the function is locally constant) and
the contribution equals

Φv(0)

∫
|x|v=qkv

χv(x)d
×x.

If χv is ramified, then this is zero and the sum is only a finite sum, i.e. ζv(s, χv,Φv)
is entire and rational in q−sv . If χv is unramified, then it became a geometric
series for small k, and we can explicitly describe pole of the function.

If v is real, the integral can be decomposed as integral over |x| ≤ 1 and
|x| > 1 as before, and we only need to analyze the first part since the second
part converges absolutely for all s by rapid decay of Φv. We may split Φv into
even and odd parts and handle these two cases separately. The integral vanishes
unless the parity of Φv and χv matches. If χv = 1 and Φv is even, then the
Taylor expansion of Φv(x) has only even terms and the possible poles of the
integral ∫

|x|≤1

Φv(x)χv(x)|x|svd×x = 2

∫ 1

0

Φv(x)x
sd×x

are at s = 0,−2,−4, . . . , which agrees with the poles of Lv(s, χv). Similarly
thing holds for odd cases, too.

If v is complex, we use polar coordinate and

ζv(s, χv,Φv) =

∫ ∞

0

r2ν+2sϕ(r)
dr

r

where

ϕ(r) =
1

2π

∫ 2π

0

Φv(re
ikθ)eikθdθ.
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We consider the Taylor expansion of Φv and ϕ(r), which gives

ϕ(r) =
∑

m−n=k

a(n,m)rn+m

where a(n,m) is a Taylor coefficient of Φv(x) of x
nxm. Then we get the result

about poles by the same argument as real case.
For the suitable choice of Φv, choose

Φv(x) =



1Ov
(x) v non-archimedean, χv unramified

χv(x)
−11O×

v
(x) v non-archimedean, χv ramified

xϵe−πx
2

v real

xke−2π|x|v v complex, k > 0

x−ke−2π|x|v v complex, k < 0

then we get Lv(s, χv) = ζv(s,Φv, χv) for all v.

The following proposition describes so-called (local) ϵ factor (or root num-
bers), which is an extra factor for the completed L-function.

Proposition 4.7. Let v be any place of F , and define

ϵv(s, χv, ψv) =
γv(s, χv, ψv)Lv(s, χv)

Lv(1− s, χ−1
v )

.

Then ϵv(s, χv, ψv) is a function of exponential type. If v is non-archimedean,
χv is unramified and the conductor of ψv is Ov, then ϵv(s, χv, ψv) = 1.

Proof. By definition, we have

ϵv(s, χv, ψv) =
ζv(1− s, χ−1

v , Φ̂v)

Lv(1− s, χ−1
v )

· Lv(s, χv)

ζv(s, χv,Φv)

and the result follows from the previous proposition.

Now we define

L(s, χ) =
∏
v

Lv(s, χv)

ϵ(s, χ) =
∏
v

ϵv(s, χv, ψv)

where the product is over all places v of F . The next theorem show that the
completed L-function L(s, χ) has meromorphic continuation with the functional
equation that contains ϵ(s, χ). Also, we show that ϵ(s, χ) doesn’t depend on the
choice of ψ, although the local factors do.
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Theorem 4.3. The factor ϵ(s, χ) is independent of the choice of ψ. The L-
function L(s, χ) has analytic continuation to all s except s = 0 or 1, where it
can have simple poles. We have the functional equation

L(s, χ) = ϵ(s, χ)L(1− s, χ−1)

and L(s, χ) is essentially bounded in vertical strips.

Proof. The functional equation follows from previous propositions:

L(s, χ) =

(∏
v∈S

Lv(s, χv)

)
LS(s, χ)

=

(∏
v∈S

Lv(s, χv)γv(s, χv, ψv)Lv(s, χv)

)
LS(1− s, χ−1)

=

(∏
v∈S

Lv(s, χv)γv(s, χv, ψv)

Lv(1− s, χ−1
v )

)
L(1− s, χ−1)

= ϵ(s, χ)L(1− s, χ−1)

and it is evident from the functional equation that ϵ(s, χ) is independent of the
choice of ψ. Essential boundedness follows from

L(s, χ) = ζ(s,Φ, χ)
∏
v

Lv(s, χ)

ζv(s,Φv, χv)

and the fact that we can choose Φ =
∏
v Φv so that the quotient Lv/ζv is

exponential type for all v (and identically 1 for almost all v), and ζ(s,Φ, χ) is
essentially bounded.

4.2 Definition of automorphic forms and representations

Now we will develop similar theory for GL(2). Before doing this, we first define
automorphic forms of GL(2,R)+, which is a generalization of both modular
forms and Maass forms, and then define automorphic representations which use
adélic language.

Let G = GL(2,R)+ and let Γ be a discrete subgroup that contains −I
and cofinite, i.e. Γ\H has a finite volume. But we do not assume that Γ\H
is compact, so that we will allow discrete subgroups like Γ0(N) (congruence
subgroups) that has cusps. Let K = SO(2), χ be a character of Γ, and let ω be
a character of the center Z(R) of G. Here we assume that all the characters are
unitary.

Definition 4.5 (Automorphic forms on GL(2,R)+). Let A(Γ\G,χ, ω) be the
space of smooth functions F : G→ C such that

1. (automorphic)

F (γgz) = χ(γ)ω(z)F (g), γ ∈ Γ, g ∈ G, z ∈ Z(R)
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2. (finiteness) F is K-finite; its right translates by elements of K span a finite
dimensional space. Also, F is Z-finite; it lies in a finite dimensional vector
space that is invariant by action of the center of the universal enveloping
algebra UgC.

3. (growth condition) there exists a constant C and N such that

|F (g)| < C||g||N , g ∈ G,

where ||g|| is the length of the vector (g,det g−1) in R5.

We call elements of A(Γ\G,χ, ω) automorphic forms.

We also define cusp forms. Assume that a = ∞ is a cusp of Γ so that Γ
contains an element of the form τr = ( 1 r0 1 ). We say that F is cuspidal at ∞ if
either χ(τr) ̸= 1 or ∫ r

0

F

((
1 x
0 1

)
g

)
dx = 0.

If a is an arbitrary cusp, we can find ξ ∈ SL(2,R) such that ξ(∞) = a. Then
F ′(g) = F (ξg) is an element in L2(Γ′\G,χ′, ω) with Γ′ = ξ−1Γξ and χ′(γ) =
χ(ξγξ−1). We say that F is cuspidal at a if F ′ is cuspidal at ∞.

Definition 4.6. Let A0(Γ\G,χ, ω) be a subspace of automorphic functions
which are cuspidal at every cusp. We call elements of A0(Γ\G,χ, ω) cusp forms.

Theorem 4.4. The spaces A(Γ\G,χ, ω) and A0(Γ\G,χ, ω) are stable under the
action of UgC. If f ∈ A(Γ\G,χ, ω) ,then UgCf is an admissible (g,K)-module.
For any f ∈ A(Γ\G,χ, ω) and D ∈ UgC, Df also satisfies the growth estimate
with the same N as f .

Proof. This is a theorem of Harish-Chandra. More precisely, he proved the
same theorem for G = SL(2,R) and K = SO(2). Now we can reduce the
original statement to the SL(2,R) case. Indeed, for f ∈ A(Γ\G,χ, ω), |f | is
constant on the cosets of Z(R) and it is easy to see that in each coset of Z(R),
the element g with the minimal height ||g|| is actually in SL(2,R). For the proof
of Harish-Chandra’s theorem, see Theorem 2.9.2 of [bu].

For example, modular forms and Maass forms are automorphic forms with
some additional conditions, such as being holomorphic or being an eigenvector
of Laplacian operator. Also, we know that modular forms can be regarded as a
Maass form: if f(z) is a weight k modular form, then z 7→ yk/2f(z) is a Maass
form with the eigenvalue λ = −k

2

(
1− k

2

)
.

Now we relate these classical automorphic forms to (g,K)-modules in the
previous theorem. Let f be a Maass form of weight k. Define a function
F : G→ C as

F (g) = (f ||kg)(i).

One can check that F ∈ C∞(Γ\G,χ, ω), where ω is the character of Z(R) = R×

that is trivial on the connected component of the identity and agrees with χ

80



on −I. Since f is an eigenfunction of ∆k, F is an eigenfunction of ∆ and it
is Z(R)+-finite. Also, the function F satisfies the equation F (gκθ) = eikθF (g),
which implies that F is alsoK-finite. Growth condition of f is equivalent to that
of F , so that F generates an admissible (g,K)-module. The effects of Rk, Lk
on f are transferred into the effects of R,L on F .

We are also interested in the decomposition of (right) regular representation
of L2(Γ\G,χ, ω) and L2

0(Γ\G,χ, ω). As before, we have the corresponding action
of Hecke algebra C∞

c (G) given by

(ρ(ϕ)f)(g) =

∫
G

f(gh)ϕ(h)dh

for f ∈ L2(Γ\G,χ, ω). ρ(ϕ) is an operator on L2(Γ\G,χ, ω) leaving L2
0(Γ\G,χ, ω)

invariant, and ρ is a unitary representation on both spaces. Also, we can rewrite
the above equation as an integral over Z(R)\G:

(ρ(ϕ)f)(g) =

∫
Z(R)\G

f(gh)ϕω(h)dh

where

ϕω(g) =

∫
R×

ϕ

((
z

z

)
g

)
ω(z)dz.

Our aim is to prove that ρ(ϕ) is a compact operator, so that the space L2
0(Γ\G,χ, ω)

decomposes into a Hilbert space direct sum of irreducible invariant subspaces.
To prove that, we need a notion of Siegel sets. For c, d > 0, we denote by Fc,d
the Siegel set of z = x+ iy ∈ H such that 0 ≤ x ≤ d and y ≥ c. Also, we denote
by F∞

d the set of z such that 0 ≤ x ≤ d.

Proposition 4.8. 1. Let a1, . . . , ah ∈ R ∪ {∞} be the cusps of Γ, and let
ξi ∈ SL(2,R) be chosen such that ξi(ai) = ∞. Then we can choose c, d > 0
so that the set

h⋃
i=1

ξ−1
i Fc,d

contains a fundamental domain for Γ.

2. Suppose that ∞ is a cusp of Γ. Then if d is large enough, F∞
d contains a

fundamental domain for Γ.

Proof. One can find c, d > 0 such that ξ−1
i Fc,d contains a neighborhood of the

cusp ai in the fundamental domain F of Γ, and so F −
⋃
i ξ

−1
i Fc,d is relatively

compact in H. Then we can increase d and decrease c so that F =
⋃
i ξ

−1
i Fc,d.

For 2, we can also find sufficiently large d′ so that F∞
d′ contains each ξ−1

i Fc,d.

We can lift these Siegel sets to subsets of G under the map G→ H,
(
a b
c d

)
7→

ai+b
ci+d . Let Gc,d,G

∞
d be the preimages of Fc,d,F∞

d in G. Also, we denote Gc,d,G∞
d .

Then the previous proposition also holds for fundamental domains of Γ\G and
Γ\G/Z(R).
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Proposition 4.9 (Gelfand, Graev, Piatetski-Shapiro). 1. There exists a con-
stant C depending on ϕ such that

sup
g∈G

|ρ(ϕ)f(g)| ≤ C||f ||2

for all f ∈ L2
0(Γ\G,χ, ω), where

||f ||2 =

(∫
G/Z(R)

|f(g)|2dg

)1/2

.

2. The restriction of the operator ρ(ϕ) to L2
0(Γ\G,χ, ω) is a compact opera-

tor.

Proof. Recall that Γ has cusps. We can assume that ∞ is a cusp of Γ and that
Γ contains the group

Γ∞ =

{(
1 n

1

)
: n ∈ Z

}
.

By the Proposition 4.8, it is enough to show that

sup
g∈Gc,d

|ρ(ϕ)f(g)| ≤ C0||f ||2

for some C0 > 0. We have

(ρ(ϕ)f)(g) =

∫
Z(R)\G

f(gh)ϕω(h)dh

=

∫
Z(R)\G

f(h)ϕω(g
−1h)dh

=

∫
Γ∞Z(R)\G

∑
γ∈Γ∞

f(γh)ϕω(g
−1γh)

=

∫
Γ∞Z(R)\G

K(g, h)f(h)dh

where
K(g, h) =

∑
γ∈Γ∞

χ(γ)ϕω(g
−1γh).

Now we will assume χ is trivial. The nontrivial case is almost same as the
following proof. Since f is cuspidal, we have∫

Γ∞Z(R)\G

K0(g, h)f(h)dh = 0

where we define

K0(g, h) =

∫ ∞

−∞
ϕω

(
g−1

(
1 x

1

)
h

)
dx.
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So we may write

(ρ(ϕ)f)(g) =

∫
Γ∞Z(R)\G

K ′(g, h)f(h)dh

where K ′(g, h) = K(g, h)−K0(g, h). Now we will estimate this function to get
the desired result. By the Poisson summation formula, we have

K ′(g, h) =
∑
n ̸=0

Φ̂g,h(n)

where

Φg,h(t) = ϕω

(
g−1

(
1 t

1

)
h

)
.

Using Iwasasa decomposition, we can write g, h as

g =

(
η

η

)(
y x

1

)
κθ, h =

(
ζ

ζ

)(
v u

1

)
κσ

where y, u, η, ζ > 0. By the change of variable, we can show that the absolute
value of |Φ̂g,h(n)| is independent of x, u and |Φ̂g,h(n)| = |y| |F̂θ,σ,y−1v(yn)|, where

Fθ,σ,v(t) = ϕω

(
κ−1
θ

(
1 t

1

)(
v

1

)
κσ

)
.

(Note that the central character ω is unitary.) By Fourier theory, since F is

smooth, F̂ decays faster than any polynomial, i.e. for any N we have a constant
C = Cθ,σ,v (vary continuously in θ, σ, v) such that

|F̂θ,σ,v(y)| ≤ Cθ,σ,v|y|−N .

Since ϕw is compactly supported modulo Z(R), there exists B > 1 such that
Fθ,σ,v(t) = 0 unless B−1 ≤ v ≤ B. So we have

|Φ̂g,h(n)| ≤ C1|y|1−N |n|−N

where C1 = max(θ,σ,v)∈[0,2π]×[0,2π]×[yB−1,yB] Cθ,σ,v < ∞. Also, Φg,h(n) = 0
unless B−1 ≤ y−1v ≤ B, so by summing up we get

|K ′(g, h)| ≤ C2|y|1−N

where N ≥ 2 and C2 is a constant depending on ϕ and N .
To estimate (ρ(ϕ)f)(g) for g ∈ Gc,d, since the kernel K ′ vanishes unless

B−1 ≤ y−1v, we have

|(ρ(ϕ)f)(g)| ≤ C2y
1−N

∫
GB−1c,d

|f(h)|dh.
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Now GB−1c,d can be covered by a finite number of copies of a fundamental
domain, so it is dominated by L1 norm of f , so is by L2 norm (the fundamental
domain has finite volume). This proves 1 and also shows that ρ(ϕ)f(g) decays
rapidly.

To prove compactness of ρ(ϕ), we use Arzéla-Ascoli theorem. Let Y be a
compactification of ΓZ(R)\G by adjoining cusps and let Σ be the image of the
unit ball in L2

0(Γ\G,χ, ω) under ρ(ϕ); we extend each ρ(ϕ)f to Y by making it
vanish at the cusps. This Σ is bounded because of the inequality we just proved,
and equicontinuity follows from that derivatives are bounded uniformly for all
f with ||f ||2 ≤ 1. This follows from (Xρ(ϕ)f)(g) = ρ(ϕX)f(g) where

ϕX(g) =
d

dt
ϕ(exp(−tX)g)|t=0.

Hence Σ is compact in L∞ topology and hence also in L2 topology.

Theorem 4.5. The space L2
0(Γ\G,χ, ω) decomposes into a Hilbert space direct

sum of subspaces that are invariant and irreducible under the right regular rep-
resentation ρ. Let H be a such a subspace. Then K-finite vectors Hfin in H are
dense, and every K-finite vectors form an irreducible admissible (g,K)-module
contained in A0(Γ\G,χ, ω).

Proof. The proof that L2
0(Γ\G,χ, ω) decomposes into a Hilbert space direct sum

of irreducible invariant subspaces is almost same as the proof of Theorem 2.18.
Here we use the previous proposition and the spectral theorem for self-adjoint
compact operators. LetH be an irreducible invariant subspace of L2

0(Γ\G,χ, ω).
Then H = ⊕kHk where Hk = {f ∈ H : ρ(κθ)f = eikθf}. By Theorem 2.5,
dimHk ≤ 1 for all k, and this implies that Hfin is a (g,K)-module.

Finally, to show Hfin ⊆ A0(Γ\G,χ, ω), it is enough to show that Hk ⊆
A0(Γ\G,χ, ω). Let 0 ̸= f ∈ Hk. One can prove that there exists ϕ ∈ C∞

c (G)
such that ϕ(κθg) = ϕ(gκθ) = e−ikθϕ(g) and ρ(ϕ)f ̸= 0. It is easy to check
that ρ(ϕ)f ∈ Hk, so from dimHk ≤ 1, we may assume that ρ(ϕ)f = f . By
the way, convolutioning f with a compactly supported smooth function ϕ ∈
C∞
c (G) makes ρ(ϕ)f = f as a smooth and rapidly decreasing function (this

follows from the equation Xρ(ϕ)f = ρ(ϕX)f and the estimation of K ′(g, h)), so
f ∈ A0(Γ\G,χ, ω).

We can also consider the subspace A0(Γ, χ, ω, λ, ρ) of automorphic forms
which are cuspidal, λ-eigenspace of ∆, and σ-isotypic. The following theorem
shows that this space is finite dimensional, and all the irreducible admissible
unitary representations of GL(2,R) occur in L2

0 with finite multiplicity.

Theorem 4.6. 1. Let (π, V ) be an irreducible admissible unitary represen-
tation of GL(2,R). Then the multiplicity of π in the decomposition of
L2
0(Γ\G,χ, ω) is finite.

2. Let λ ∈ C and let σ be a character of K. Then A0(Γ, χ, ω, λ, ρ) is finite
dimensional.
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Proof. We prove 1. Choose σ ∈ K̂ such that V (σ) ̸= 0, and let 0 ̸= ξ ∈
V (σ). One can choose ϕ ∈ C∞

c (G) such that π(ϕ)ξ = ξ and π(ϕ) is self-
adjoint and compact. If T : V → L2

0(Γ\G,χ, ω) is an intertwining map, then
ρ(ϕ)Tξ = Tξ, so Tξ lies in the 1-eigenspace of the compact operator ρ(ϕ),
which is finite dimensional by the spectral theorem. Since π is irreducible, T
is determined by the image of any single nonzero vector, and it follows that
HomGL(2,R)(V,L

2
0(Γ\G,χ, ω)) is finite dimensional.

For the second part, we assume that ∆ acts as a constant λ and also ω
is fixed, so the action of Z = ( 1 0

0 1 ) ∈ Z(Ug) is also given by a constant µ
determined by ω. By Theorem 2.15, there are only finite number of isomorphism
classes of unitary irreducible admissible representations with given ω and λ (in
fact, only one or two). Let Σ be the set of these isomorphism classes. By the
previous Theorem 4.5, we know that L2

0(Γ\G,χ, ω) decomposes into a direct
sum of irreducible admissible representations and that the K-finite vectors in
each of these are elements of A0(Γ\G,χ, ω), so A0(Γ, χ, ω, λ, ρ) is the direct sum
of the ρ-isotypic components of the irreducible subspaces of L2

0(Γ\G,χ, ω) that
are isomorphic of an element of Σ. Now the finite dimensionality follows from
the finiteness of Σ and the finite multiplicity of each representations in Σ.

Now, we are going to transfer everything in terms of adélic setting. In
particular, we will define automorphic forms and representations of GL(n,A).
This is a modern point of view and this is also a natural way to study in
philosophy of local-global principle - think about Tate’s thesis. (Actually, Tate’s
thesis is exactly about the theory of GL(1) automorphic forms.)

Before we define them, we will prove the adélic version of the Theorem 4.5,
which can be prove by using the adélic version of the Proposition 4.9. Ideas are
almost same and we only need to define everything properly in terms of adéles.

Definition 4.7. 1. Let ω be a unitary Hecke character (unitary character
of A×/F×). Let L2(GL(n, F )\GL(n,A), ω) be the space of all function ϕ
on GL(n,A) that are measurable with respect to Haar measure and that
satisfy

(a) For any z ∈ A× and γ ∈ GL(n, F ),

ϕ

γg
z . . .

z


 = ω(z)ϕ(g)

(b) Square integrable modulo the center:∫
Z(A)GL(n,F )\GL(n,A)

|ϕ(g)|2dg <∞.

Also, ϕ is cuspidal if it satisfies∫
Matr×s(F )\Matr×s(A)

ϕ

((
Ir X

Is

)
g

)
dX = 0
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for any r, s > 0 with r + s = n and for a.e. g. We let GL(n,A) act on
L2(GL(n, F )\GL(n,A), ω) by right translation.

2. Let C∞
c (GL(n,A)) be a space of functions that are finite linear combina-

tions of functions ϕ(g) =
∏
v ϕv(gv), where ϕv ∈ C∞

c (GL(n, Fv)) for each
v and ϕv = 1Ov

for almost all v. Then we have C∞
c (GL(n,A))-action on

L2(GL(n, F )\GL(n,A), ω) given by

(ρ(ϕ)f)(g) =

∫
GL(n,A)

ϕ(h)f(gh)dh =

∫
Z(A)\GL(n,A)

ϕω(h)f(gh)dh,

where

ϕω(g) =

∫
A×

ϕ


z . . .

z


ω(z)dz.

To prove the decomposition theorem of L2
0(GL(2, F )\GL(2,A), ω), we need

some well-known properties of GL(n,A). We use the following propositions in
the proof of the Proposition 4.11, but we will not prove these theorems. See
Theorem 3.3.1, Proposition 3.3.1, and Proposition 3.3.2 in [bu].

Theorem 4.7 (Strong approximation). Let F be a number field.

1. SL(n, F∞)SL(n, F ) is dense in SL(n,A).

2. Let K0 be a open compact subgroup of GL(n,Afin). Assume that the im-
age of K0 in A×

fin under the determinant map is
∏
v ̸∈S∞

O×
v . Then the

cardinality of
GL(n, F )GL(n, F∞)\GL(n,A)/K0

is equal to the class number of F .

Proposition 4.10. Let A = AQ be the adéle ring of Q. The inclusion SL(2,R) →
GL(2,A) induces a homeomorphism

Γ0(N)\SL(2,R) ≃ Z(A)GL(2,Q)\GL(2,A)/K0(N).

As a corollary, Z(A)GL(2,Q)\GL(2,A) has finite measure.

Note that this holds for any n ≥ 1 and a number field F/Q. Now we can
prove our main proposition for the decomposition theorem.

Proposition 4.11 (Gelfand-Graev-Piatetski-Shapiro). Let ϕ ∈ C∞
c (GL(n,A)).

1. There exists C > 0 (depending on ϕ) such that

sup
g∈GL(2,A)

|ρ(ϕ)f(g)| ≤ C||f ||2

for all f ∈ L2
0(GL(2, F )\GL(2,A), ω).
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2. The operator ρ(ϕ) is compact on L2
0(GL(n, F )\GL(n,A), ω).

Proof. We will only prove when n = 2 and F = Q. We can define Siegel sets
Gc,d ⊂ GL(2,A) as the set of adéles of the form (gv) where gv ∈ Kv for all
non-archimedean v and

g∞ =

(
z

z

)(
y x

1

)
κ∞, z ∈ R×, y ≥ c, 0 ≤ x ≤ d, κ∞ ∈ K∞.

Then if c ≤
√
3/2 and d ≥ 1 we have GL(2,A) = GL(2,Q)Gc,d. This follows from

the strong approximation theorem and the fact that Fc,d contains a fundamental
domain for SL(2,Z).

To prove the inequality, we use the same trick as before. We can express
ρ(ϕ)f as

(ρ(ϕ)f)(g) =

∫
N(F )Z(A)\GL(2,A)

K ′(g, h)f(h)dh,

where

K ′(g, h) = K(g, h)−K0(g, h),

K(g, h) =
∑

γ∈N(F )

ϕω(g
−1γh),

K0(g, h) =

∫
A/F

ϕω

(
g−1

(
1 x

1

)
h

)
dx.

Let g ∈ Gc,d. We can write it as

g =

(
η

η

)(
y x

1

)
κg

where η ∈ R×, 0 ≤ x ≤ d, y ≥ c and κg ∈ K. Also, an arbitrary element
h ∈ GL(2,A) can be written as

h =

(
ζ

ζ

)(
v u

1

)
κh

where ζv ∈ A×, u ∈ A, and κh ∈ K. By the Poisson summation formula,

K ′(g, h) =
∑
α∈F×

Φ̂g,h(α)

where Φg,h : A → C is the compactly supported continuous function

Φg,h(x) = ϕω

(
g−1

(
1 x

1

)
h

)
.

By substitution, we can also check that

Φ̂g,h(α) = ψ(α(x− u))ω(ζ−1η)|y|F̂κg,κh,y−1v(αy),
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where

Fκg,κh,y(t) = ϕω

(
κ−1
g

(
1 t

1

)(
y

1

)
κh

)
.

Since Ksupp (ϕ)K ∩ B(R) is compact, there exists a compact subset Ω ⊂ A×

such that if Fκg,κh,y(t) ̸= 0 for any t, then y ∈ Ω. We have

|K ′(g, h)| ≤ |y|
∑
α∈F×

|F̂κg,κh,y−1v(αy)|

and Fκg,κh,y−1v(y) vanishing identically unless (κg, κh, y
−1v) ∈ K × K × Ω,

which is a compact set. Therefore for any given N > 0, there exists a constant
CN > 0 such that |K ′(g, h)| ≤ CN |y|−N and K ′(g, h) = 0 unless y−1v ∈ Ω.
Thus

|(ρ(ϕ)f)(g)| ≤ CN |y|−N
∫

A/F

∫
y−1v∈Ω

∫
K

∣∣∣∣∣f
((

v u
1

)
κh

) ∣∣∣∣∣|v|−1dκhd
×vdu.

(Here |v|−1 comes from dLb = |v2/v1|dRb = |v2/v1|d×v1d×v2du for b = ( v1 u
v2 ).)

Since A/F × yΩ × K is compact, it can be covered by a finite number of
copies of a fundamental domain of GL(2, F )Z(A). Since it has finite mea-
sure, RHS is dominated by ||f ||1, so ||f ||2. Compactness of ρ(ϕ) follows from
Arzela-Ascoli theorem as before, by showing that the image of unit ball in
L2
0(GL(2, F )\GL(2,A), ω) is equicontinuous. By no small subgroup argument,

there exists an open subgroup of GL(2,Afin) under which ϕ is right invariant,
and any element of the image of ρ(ϕ) will be right invariant under this same sub-
group. So we only need to show that (ρ(ϕ)f)(g) are equicontinuous as functions
of g∞, and this follows from a uniform bound for Xρ(ϕ)f as before.

This with the spectral theorem prove the following decomposition theorem.

Theorem 4.8. The space L2
0(GL(n, F )\GL(n,A), ω) decomposes into a Hilbert

direct sum of irreducible invariant subspaces.

Now we define automorphic forms and representations of GL(n,A). Auto-
morphic forms of GL(n,A) are functions on GL(n,A) that satisfies the trans-
formation law, the K-finiteness and Z-finiteness condition, and the growth con-
dition.

Definition 4.8 (Automorphic forms on GL(n,A)). An automorphic forms on
GL(n,A) with central quasi-character ω are functions that satisfies

1. (automorphic)

ϕ

γg
z . . .

z


 = ω(z)ϕ(g)

for all g ∈ GL(n,A), z ∈ A× and γ ∈ GL(n, F ).
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2. (finiteness) ϕ is K-finite; its right translates by elements of K span a
finite dimensional space. Also, ϕ is Z-finite; it lies in a finite dimensional
vector space that is invariant by action of centers of universal enveloping
algebras U(gl(n, Fv)C) = Ugl(n,C) for each archimedean place v.

3. (growth condition) there exists a constant C and N such that f(g) ≤
C||g||N , where ||g|| :=

∏
vmax1≤i,j≤n{|gij |v, |det(g)−1|v}.

We denote by A(GL(n, F )\GL(n,A), ω) the space of automorphic forms with
central quasi-character ω and by A0(GL(n, F )\GL(n,A), ω) the space of cusp
forms, which are further assumed to satisfy exactly same integral equation in
Definition 4.7.

Note that GL(n,A) does not act on the spaceA(GL(n, F )\GL(n,A), ω) since
K-finiteness is not preserved by right translation by elements of GL(n, Fv) for
archimedean v. However, it is still a representation of GL(n,Afin) and also
(g∞,K∞)-module, where g∞ =

∏
v∈S∞

gl(n, Fv) and K∞ =
∏
v∈S∞

Kv. This
motivates the following definition.

Definition 4.9 (Automorphic representation of GL(n,A)). Automorphic rep-
resentation of GL(n,A) is a representation of GL(n,Afin) and a commuting
(g∞,K∞)-module structure which can be realized as a subquotient of the repre-
sentation A(GL(n, F )\GL(n,A), ω).

In Section 4.6, we will explain how to attach an automorphic representation
by using the classical automorphic forms, for example, modular forms.

We can also define the notion of an admissible representation of GL(n,A).

Definition 4.10 (Admissible representation of GL(n,A)). Let V be a complex
vector space with (g∞,K∞)-module and GL(n,Afin)-module structure where two
actions commute. Let’s denote both actions by π. Then V is admissible if every
vector in V is K-finite and the ρ-isotypic part V (ρ) is finite dimensional for
any irreducible finite dimensional representation ρ of K.

In Section 4.6, we will see that this is equivalent to a representation of the
global Hecke algebra. The following theorem shows that any irreducible subrep-
resentation of L2

0 induces an irreducible admissible representation of GL(n,A).

Theorem 4.9. Let (π, V ) be an irreducible constituent of the decomposition of
L2
0(GL(n, F )\GL(n,A), ω). Then π induces an irreducible admissible represen-

tation of GL(n,A) on the space of K-finite vectors in V .

Proof. We only prove for n = 2 and F = Q. We will reduce this to the Theorem
4.6. We need to show that dimV (ρ) <∞ for any irreducible finite dimensional
representation ρ of K. One can show that ρ decomposes as a restricted tensor
product of local factors, i.e. ρ = ⊗vρv where (ρv, Vv) are finite dimensional
representations of Kv and ρv is trivial for almost all v. (Look up the next
section for the definition of restricted product of representations and the proof
of this property.) From this, there exists an open subgroup K0,fin ⊆ Kfin such
that every vector in V (ρ) is invariant under K0,fin so that V (ρ) = V K0,fin(ρ).
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Now, we will show that V K0,fin(ρ∞) has a finite dimension. Since V (ρ) =
V K0,fin(ρ) ⊆ V K0,fin(ρ∞), this shows dimV (ρ) < ∞. In fact, we will prove
that V K0,fin(ρ∞) is isomorphic to a finite product of spaces of automorphic
forms on GL(2,R)+, each of which is finite dimensional by Theorem 4.6. By
strong approximation theorem, GL(2,A) = GL(2,Q)GL(2,R)+Kfin and since
[Kfin : K0,fin] <∞, the set of double cosets

GL(2,Q)GL(2,R)+\GL(2,A)/K0,fin

is finite. Let g1, . . . , gn be a set of representatives - we may assume gi,∞ = 1
for all i. For ϕ ∈ V K0,fin , we can associate h functions Φi on GL(2,R)+ defined
by Φi(g∞) = ϕ(g∞gi). Any g ∈ GL(2,A) can be written as g = γg∞gik0 for
γ ∈ GL(2,Q), g∞ ∈ GL(2,R)+ and k0 ∈ K0,fin, so ϕ(g) = Φi(g∞). This means
that ϕ is uniquely determined by Φi’s, so it is sufficient to show that each of
these lies in a finite dimensional vector spaces.

Let Γ be the projection onto GL(2,R)+ of GL(2,Q) ∩ (GL(2,R)+K0,fin),
which became a finite index subgroup of SL(2,Z) (in fact, this is a congruence
subgroup). Then it is easy to check that Φi ∈ A(Γ\GL(2,R)+, 1, ω∞) where
ω =

∏
v ωv. (Moderate growth of Φi follows from that of ϕ.) Since ρ∞-isotypic

subspace of this space is finite dimensional by Theorem 4.6, so is V K0,fin(ρ∞).

4.3 Flath’s decomposition theorem

We can ask a simple but hard question: how to construct a nontrivial example
of (irreducible admissible) representation of GL(n,A), and how can we study?
There’s one possible and natural way to do it by glueing local representations.
To be more specific, first we define restricted tensor product of representations.

Definition 4.11 (restricted tensor product). Let Σ be the index set and {Vv}v∈Σ

be a family of infinite number of vector spaces. For almost all v let there be a
given nonzero x◦v ∈ Vv. Let Ω be a set of all finite subsets S of Σ having the
property that x◦v is defined for v ̸∈ S. We order Ω by inclusion, so that for all
S, S′ ∈ Ω and S ⊆ S′, there exists an injective map λS,S′ :

⊗
v∈S Vv →

⊗
v∈S′ Vv

given by x 7→ x ⊗ (⊗v∈S′\S x
◦
v). Then this form a direct family, and we define

the restricted tensor product as a direct limit⊗
v∈Σ

Vv = lim
−→

⊗
v∈S

Vv.

For each S ∈ Ω, we have natural injective maps λS :
⊗

v∈S Vv →
⊗

v∈Σ Vv
and we denote the image of x = ⊗v∈s xv under this map as ⊗v∈Σ xv where xv =
x◦v for v ̸∈ S. Such element is called a pure tensor. We can consider

⊗
v∈Σ Vv

as a vector space spanned by pure tensors. One can check that changing finite
number of x◦v does not change the restricted tensor product.

Using this, we can also define a restricted tensor product of representations.
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Definition 4.12. Let Σ be an index set and for each v ∈ Σ, suppose that a group
Gv and a subgroup Kv is given. For each v ∈ Σ, let (ρv, Vv) be a representation
of Gv. Assume that there are nonzero Kv-fixed vectors ξ◦v ∈ Vv for almost all
v. Then we can define a representation (⊗vρV ,⊗vVv) by

(⊗vρv)(gv)ξv = ⊗vρv(gv)ξv.

In this note, we assume that Σ is a set of places of some global field F , Kv

be maximal compact group of GL(n, Fv) and Gv = GL(n, Fv) or Gv = Kv. The
following lemma shows that a finite dimensional representation of the maximal
compact subgroup K can be decomposed into local representations.

Lemma 4.1. Let ρ be an irreducible finite dimensionalrepresentation of K.
Then there exists finite dimensional representations ρv or Kv such that (ρv, Vv)
is 1-dimensional for almost all v, and nonzero vectors for such ξ◦v such that the
restricted tensor product ⊗vρv with respect to {ξ◦v} is isomorphic to (ρ, V ).

Proof. By no small subgroup argument, ker ρ contains an open subgroup of Kfin

and so there exists a finite set of places S containing S∞ such that ρ(Kv) = 1
for all v ̸∈ S. Then ρ factors through the projection

K ↠ K/(
∏
v ̸∈S

Kv) ≃
∏
v∈S

Kv

where the last group is a finite direct product of compact groups. Any irreducible
representation of such group has a form ⊗v∈Sρv where ρv is an irreducible
representation of Kv. Then ρ is isomorphic to the restricted tensor product
with (ρv, Vv) trivial (one-dimensional) for v ̸∈ S.

Now Flath’s decomposition theorem (tensor product theorem) says that any
irreducible admissible representation of GL(n,A) decomposes as a restricted
product of local irreducible representations, where almost all of them are spher-
ical.

Theorem 4.10 (Flath, Tensor product theorem). Let (V, π) be an irreducible
admissible representation of GL(n,A). Then there exists for each archimedean
place v of F an irreducible admissible (gv,Kv)-module, and for each non-archimedean
place v there exists an irreducible admissible representation (πv, Vv) of GL(n, Fv)
such that for almost all v, Vv contains a nonzero Kv-fixed vector ξ0v such that π
is the restricted tensor product of the representations πv.

We will not give a complete proof here. The proof uses properties of so-
called idempotented algebras. One can use theory of idempotented algebras and
apply it to Hecke algebras. For a non-archimedean place v, Hv = C∞

c (Gv)
is a convolution algebra where 1Kv

became a spherical idempotent element of
Hv when the Haar measure is normalized so that the volume of GL(n,Ov)
is 1. (These are commutative by the Cartan decomposition theorem). For an
archimedean place v, define Hv as a convolution algebra of compactly supported
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distributions on Gv that are supported in Kv and Kv-finite under the left and
right translations. (The support of Hv = HGv contains Kv. Hv itself contains
both HKv

and UgC, and every element of HG has the form f ∗D with f ∈ HKv

and D ∈ UgC.) Then (π, V ), which is HG-module, became a restricted tensor
product of Hv-modules (with respect to spherical Hecke algebras 1Kv

Hv1Kv
)

which are just representations (πv, Vv) of Gv).
By using the decomposition theorem, we can define the contragredient rep-

resentation of an irreducible admissible representation (π, V ) of GL(2,A) as
π̂ = ⊗vπ̂v. We already defined contragredient representation of GL(2, Fv) for
non-archimedean v in Section 3.1, and we can also define the contragredient
representation of given (g,K)-module as a (g,K)-module V̂ =

⊕alg

ρ∈K̂ V (ρ) by

⟨v, π̂(k)Λ⟩ = ⟨π(k−1)v,Λ⟩
⟨v, π̂(X)Λ⟩ = −⟨π(X)v,Λ⟩

for k ∈ K and X ∈ g. Then we can show the global analogue of the Theorem
3.2, which almost directly follows from the local results. Note that archimedean
analogue of the theorem is also true, but we will not prove here. One can prove it
by using the classification of irreducible admissible (g,K)-modules of GL(2,R).

Proposition 4.12. Let (π, V ) be an automorphic cuspidal representation of

GL(n,A) with central quasicharacter ω. Then (π̂, V̂ ) is also an automorphic
cuspidal representation. If V ⊂ A0(GL(n, F )\GL(n,A), ω), then a subspace of
A0(GL(n, F )\GL(n,A), ω−1) affording a representation isomorphic to π̂ con-
sists of all functions of the form g 7→ ϕ(T g−1) where ϕ ∈ V . Also, we have
π̂ ≃ ω−1 ⊗ π for n = 2 and F = Q.

4.4 Whittaker models and multiplicity one

In this section, we will prove that irreducible representation of GL(n,A) is
determined by all but finitely many local components. More precisely:

Theorem 4.11 (Strong multiplicity one). Let (π, V ), (π′, V ′) be two irreducible
admissible subrepresentations of A0(GL(n, F )\GL(n,A), ω). Assume that πv ≃
π′
v for all archimedean v and all but finitely many non-archimedean v. Then
V = V ′.

We will only show this for n = 2. To prove this, we will construct global
version of Whittaker model (by glueing local Whittaker models) and prove ex-
istence and uniqueness.

First, we will prove the result for function field, so that we can ignore
archimedean places. Let ψ be a nontrivial additive character of A/F and let
(π, v) be an irreducible admissible representation of GL(2,A).

Definition 4.13. Global Whittaker functional of an irreducible admissible rep-
resentation (π, V ) of GL(2,A) is a functional Λ : V → C satisfying

Λ

(
π

(
1 x

1

)
v

)
= ψ(x)Λ(v), x ∈ A, v ∈ V.
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The following theorem proves that Whittaker functional is unique and always
decomposes as local Whittaker functionals.

Theorem 4.12. Let F be a function field, A = AF be its adéle ring and let
π = ⊗vπv be an irreducible admissible representation of GL(2,A) with Kv =
GL(2,Ov)-fixed vectors ξ◦v ∈ Vv for almost all v. If Λ is a nonzero Whittaker
functional on V , then for each place v of F there exists a Whittaker functional
Λv on Vv such that Λv(ξ

◦
v) = 1 for almost all v, and

Λ(⊗vξv) =
∏
v

Λv(ξv)

and the dimension of Whittaker functionals on V is at most one.

Proof. Since Λ is nonzero, there exists a nonzero pure tensor ξ◦ = ⊗vξ◦v such
that Λ(ξ◦) = 1. (Note that changing finite number of ξ◦v does not change the
restricted tensor product.) For each place w of F , let iw : Vw → V, ξw 7→
ξw ⊗ (

⊗
v ̸=w ξ

◦
v) and Λw = Λ ◦ iw. Then Λw(ξ

◦
w) = 1 and Λw is a Whittaker

functional on Vw. To prove the equation, we can use induction on the cardinality
of the finite set S such that ξv = ξ◦v for all v ̸∈ S. Base case is trivial because
both sides are 1, and to add a single place w to S, let’s assume that ξv = ξ◦v for
all v ̸∈ S ∪ {w}. Then

xw 7→ Λ

xw ⊗

⊗
v ̸=w

ξv


is a Whittaker functional on Vw, so the uniqueness implies that there exists
c ∈ C such that

Λ

xw ⊗

⊗
v ̸=w

ξv

 = cΛw(xw).

Now evaluate at xw = ξ◦w and it gives a result for S ∪ {w}. Uniqueness follows
from the uniqueness of local Whittaker functionals.

To prove global uniqueness for number fields, we have to prove uniqueness
theorem for archimedean places, too. We already proved for (g,K)-modules
of GL(2,R) and the same statement is also true for GL(2,C). To unite both
archimedean and non-archimedean cases, we will consider C∞

c (G) asHG-module
for G = GL(2, F ), where F is a local field. (We’ve defined HG = HGv in the
previous section.) For such G, let V be a simple admissible HG-module and
denote the action by π : HG → End(V ).

Definition 4.14. Let (π, V ) be a simple admissible HG-module and ψ be a fixed
nontrivial character of F . Whittaker model of (π, V ) with respect to ψ, denoted
as W, is a space of smooth functions W : G→ C that satisfy

W

((
1 x

1

)
g

)
= ψ(x)W (g), x ∈ F, g ∈ G
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and satisfy a growth condition, i.e. the function W (( y 1 ) g) is bounded by a
polynomial in |y| as |y| → ∞. Also, we assume that there exists an G-equivariant
isomorphism V → W, ξ 7→Wξ so that Wπ(ϕ)ξ = ρ(ϕ)Wξ.

In terms of this formulation, we can describe the uniqueness of local Whit-
taker models as follows.

Proposition 4.13. Whittaker model of simple admissible HG-module is unique
up to isomorphism.

Global Whittaker model is almost the same as the local definition. Let F
be a global field, let Σ be the set of all places of F , and let H = HGL(2,A) =⊗

v∈Σ Hv be the restricted tensor product of theHv with respect to the spherical
idempotents (see the previous section). Let ψ be a nontrivial additive character
on A/F .

Definition 4.15. Let (π, V ) be an irreducible admissible representation of GL(2,A).
Whittaker model of π with respect to a nontrivial character ψ is a space W of
smooth K-finite functions on GL(2,A) satisfying

W

((
1 x

1

)
g

)
= ψ(x)W (g)

for all x ∈ A, g ∈ G and are of moderate growth, i.e. W (( y 1 ) g) is bounded by a
polynomial in |y| for large y. We assume that there is an H-module isomorphism
V → W, ξ 7→Wξ such that

Wπ(ϕ)ξ = ρ(ϕ)Wξ.

To prove the uniqueness theorem, we need one more proposition.

Proposition 4.14. Let F,ψ,G,HG be as above and (π, V ) be a simple admis-
sible HG-module. Let W = Wπ be a Whittaker model of (π, V ) with respect to
ψ, and let ξ 7→ Wξ be a G-equivariant isomorphism V ≃ W. Then there exists
ξ ∈ V such that Wξ(1) ̸= 0. If V is non-archimedean and π is spherical, and
if the conductor of ψ is the ring of integers of F , then we may take ξ to be
GL(2,O)-invariant.

Proof. Let F be a non-archimedean and 0 ̸= Wξ ∈ W, so Wξ(g0) ̸= 0 for some
g0 ∈ G. For given HG-action, one can prove that there exists a representation π
of GL(2, F ) such that the corresponding HG-action coincides with the previous
one. If we denote the right translation action by ρ, then Wπ(g)ξ = ρ(g)Wξ

for g ∈ GL(2, F ), so that Wπ(g0)ξ(1) = Wξ(g0) ̸= 0. If π is spherical and
the conductor of ψv is Ov, then by Theorem 3.21, π is a spherical principal
series representation. Then the nonvanishing of W0(1) follows from the explicit
formula Theorem 3.22.

If F is archimedean, we have to be more careful. Since V is an admissible
HG-module, it is also a (g,K)-module, and we can make use of the action
π : K → End(V ). Since K intersects every connected component of G, by
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applying π(k) for suitable k we may assume Wξ does not vanish identically on
the connected component of the identity of G. Since Wξ is analytic (this is a
solution of certain 2nd order differential equation), so DWξ(1) ̸= 0 for some
D ∈ Ug. This equals WDξ(1), so we may take W =WDξ.

Theorem 4.13 (Global uniqueness). Let (π, V ) be an irreducible admissible
representation of GL(2,A). Then (π, V ) has a Whittaker model W with respect
to ψ if and only if each (πv, Vv) has a Whittaker model Wv with respect to ψv. If
this is the case, then W is unique and consists of all finite linear combinations
of functions of the form W (g) =

∏
vWv(gv), where Wv ∈ Wv and Wv =W ◦

v for
almost all v, where W ◦

v is the normalized spherical Whittaker function in Wv.

Proof. First, assume that each πv has a Whittaker model Wv. By the previous
proposition, if πv is a spherical representation and the conductor of ψv is Ov,
there exists W ◦

v ∈ Wv such that W ◦
v (kv) = 1 for all kv ∈ GL(2,Ov), which is a

spherical element of Wv. Then we can define a global Whittaker model W as
the space of all finite linear combinations of functions of the form Wξ where

Wξ(g) =
∏
v

Wv,ξv (gv), g = (gv) ∈ GL(2,A)

where ξ = ⊗vξv is a pure tensor in V = ⊗vVv (so that ξv = ξ◦v for almost
all v) and Wv,ξ◦v

= W ◦
v for almost all v. Then the product is well-defined

because Wv,ξv (gv) = 1 for almost all v and W affords an irreducible admissible
representation of GL(2,A). Rapid decay of Wξ follows from the local results -
see Theorem 2.17 and 3.26.

Uniqueness proof is similar to the proof of Theorem 4.12. We will show that
if π has a Whittaker model W, then it is same as the one just described. Let
ξ 7→Wξ be an isomorphism V ≃ W.

First, one can show that there exists ξ ∈ V such that Wξ(1) ̸= 0. The
argument is almost same as the proof of the previous proposition. So we may
assume ξ is a pure tensor and Wξ(1) = 1. Let ξ = ⊗vξ◦v where ξ◦v is GL(2,Ov)-
fixed for almost all v.

Now for each v, if ξv ∈ Vv and gv ∈ GL(2, Fv) we define

Wv,ξv (gv) =Wiv(ξv)(gv)

where iv : Vv → V is the map in the proof of Theorem 4.12. Then the space of
functions Wv,ξv form a Whittaker model Wv for πv and Wv,ξ◦v

(1) = 1. Let S be
a finite set of places and let AS =

∏
v∈S Fv ⊂ A. By induction on the size of S,

we can prove that

Wξ(g) =
∏
v∈S

Wv,ξv (gv)

for all g = (gv) ∈ GL(2,AS). Now for an arbitrary g = (gv) ∈ GL(2,A) and an
arbitrary pure tensor ξ = ⊗vξv ∈ V , there exists a finite set S of places such
that if v ̸∈ S, then v is non-archimedean, ξv is Kv-fixed, and gv ∈ Kv. Let
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h ∈ GL(2,Afin) be the adele such that hv = gv for v ∈ S and hv = 1 for v ̸∈ S.
Then

Wξ(g) =Wξ(h) =
∏
v∈S

Wv,ξv (hv) =
∏
v

Wv,ξv (gv),

so we get the exactly same equation as before. This proves the global uniqueness.

When (π, V ) is an automorphic cuspidal representation of GL(n,A), then
we can explicitly construct Whittaker models in terms of integral and prove
existence. This is not true in general - for example, there’s no Whittaker models
for Sp(2n).

Theorem 4.14 (Global existence). Let (π, V ) be an automorphic cuspidal rep-
resentation of GL(2,A), so V ⊂ A0(GL(2, F )\GL(2,A), ω), where ω is a char-
acter of A×/F×. If ϕ ∈ V and g ∈ GL(2,A), let

Wϕ(g) =

∫
A/F

ϕ

((
1 x

1

)
g

)
ψ(−x)dx.

Then the space W of functions Wϕ is a Whittaker model for π. We have the
Fourier expansion

ϕ(g) =
∑
α∈F×

Wϕ

((
α

1

)
g

)
.

Proof. It is not hard to see that Wϕ satisfy the transformation law and of mod-
erate growth. Also, (g∞,K∞) and GL(2,Afin) act on W by right translation,
and the action is compatible with the action on V . So we only need to show that
the map ϕ 7→Wϕ is injective, and this will follow from the Fourier expansion.

To prove the Fourier expansion, let f : A → C be a function

f(x) = ϕ

((
1 x

1

)
g

)
.

Then f is continuous (since ϕ is) and f(x + a) = f(x) for all a ∈ F . So it can
be regarded as a function on the compact group A/F , and therefore it has a
Fourier expansion as

ϕ

((
1 x

1

)
g

)
=
∑
α∈F

C(α)ψ(αx)

with

C(α) =

∫
A/F

ϕ

((
1 x

1

)
g

)
ψ(−αx)dx.
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We have C(0) = 0 since ϕ is cuspidal, and for α ̸= 0, because ϕ is automorphic

C(α) =

∫
A/F

ϕ

((
α

1

)(
1 x

1

)
g

)
ψ(−αx)dx

=

∫
A/F

ϕ

((
1 αx

1

)(
α

1

)
g

)
ψ(−αx)dx

and the change of variables x 7→ α−1x gives

C(α) =Wϕ

((
α

1

)
g

)
.

Now put x = 0 and we obtain the equation.

Using the existence and uniqueness of global Whittaker model, we can prove
the multiplicity one theorem for n = 2.

proof of Theorem 4.11 when n = 2. First, we prove weaker form of the result
(weak multiplicity one theorem), which is that if two automorphic representation
(π, V ) and (π, V ′) satisfies πv ≃ π′

v for all v, then V = V ′. By the existence
theorem, if W is the Whittaker model of π then V consists of the space of all
functions ϕ of the form

ϕ(g) =
∑
α∈F×

W

((
α

1

)
g

)
, W ∈ W

and by the same reasoning, V ′ consists of the same space. So we get V = V ′.
For the original statement, let (π, V ) and (π′, V ′) be cuspidal automorphic

representations such that such that π ≃ ⊗vπv, π′ ≃ ⊗vπ′
v and πv ≃ π′

v for all
v ̸∈ S, where S is a finite set of non-archimedean places. Let Wv and W ′

v be
the Whittaker models of πv and π′

v. For each v, we choose a nonzero Wv ∈ Wv

so that

• Wv(kv) = 1 for all kv ∈ Kv, for all but finitely many v,

• Wv (
y

1 ) on F
×
v is compactly supported for v ∈ S.

(First choice is possible because πv is spherical all but finitely many v. The
second assertion follows from Theorem 3.25 - for any σ ∈ C∞

c (F×
v ), there exists

Wv ∈ Wv such that σ(y) = Wv (
y

1 ).) Then chose W ′
v ∈ W ′

v as follows. For
v ̸∈ S, W ′

v = Wv so choose W ′
v = Wv. If v ∈ S, then by the Theorem 3.25 we

may arrange that

Wv

(
y

1

)
=W ′

v

(
y

1

)
for all y ∈ F×

v . With this choices, define ϕ ∈ V by

ϕ(g) =
∑
α∈F×

W

((
α

1

)
g

)
,
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where g = (gv) ∈ GL(2,A),W (g) =
∏
vWv(gv), and similarly ϕ′ ∈ V ′ from

W ′
v. Then it is enough to show that ϕ = ϕ′. By definition, ϕ(g) = ϕ′(g) for

all g = ( y 1 ) where y ∈ A×. Also, Wv = W ′
v if v is archimedean and W,W ′

are right invariant uner some open subgroup K0 of GL(2,Afin), and they are
automorphic. So ϕ(g) = ϕ′(g) for g = γ ( y 1 ) g∞k0, where γ ∈ GL(2, F ), y ∈
A×, g∞ ∈ GL(2, F∞), k0 ∈ K0, and the strong approximation concludes that
ϕ = ϕ′. Since W is nonzero, ϕ is nonzero and we can express W in terms of ϕ.
So V ∩ V ′ ̸= ∅ and this proves V = V ′.

4.5 Automorphic L-functions for GL(2)

The multiplicity one theorem is important as itself, but it is also important
because we can construct automorphic L-functions, which are L-functions at-
tached to cuspidal automorphic representations. This is a generalization of
Tate’s thesis for GL(2) automorphic forms.

In the previous section, we defined local L-functions L(s, π, ξ) for an irre-
ducible admissible representation of GL(2, Fv) and a quasicharacter ξ : F×

v →
C×. Using this, we can define partial L-function as follows.

Definition 4.16 (Partial L-function). Let π = ⊗vπv be an automorphic cusp-
idal representation of GL(2,A). Let ξ =

∏
v ξv be a Hecke character. Let S be

a finite set of places contains archimedean places such that if v ̸∈ S, then πv is
spherical principal series representation and ξv is unramified. Then define the
partial L-function as

LS(s, π, ξ) =
∏
v ̸∈S

Lv(s, πv, ξv).

Our aim is to prove the functional equation of LS(s, π, ξ), by using the
existence and uniqueness of the global Whittaker model. As we did in the
Tate’s thesis, we first define a global zeta integral.

Definition 4.17 (Zeta integral). Let ϕ ∈ V and let ξ be a unitary Hecke char-
acter. Define the global zeta integral as

Z(s, ϕ, ξ) =

∫
A×/F×

ϕ

(
y

1

)
|y|s−1/2ξ(y)d×y

By the Fourier expansion, this can be written as

Z(s, ϕ, ξ) =

∫
A×

Wϕ

(
y

1

)
|y|s−1/2ξ(y)d×y.

Also, we define the local zeta integral as

Zv(s,Wv, ξv) =

∫
F×

v

Wv

(
yv

1

)
|yv|s−1/2

v ξv(yv)d
×yv.
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Note that if ϕ corresponds to a pure tensor in ⊗vπv, then

Z(s, ϕ, ξ) =
∏
v

Zv(s,Wv, ξv).

By rapid decay of ϕ ∈ V , we can show that the global zeta integral converges
for any s. Indeed, ϕ ( y 1 ) is rapidly decreasing as |y| → ∞, i.e. for any N > 0
there exists a constant CN > 0 such that |ϕ ( y 1 ) | < CN |y|−N for sufficiently
large |y|. Also, since ϕ is automorphic,

ϕ

(
y

1

)
= ω(y)

(
π

(
1

1

)
ϕ

)(
y−1

1

)
so ϕ ( y 1 ) also rapidly decreases as |y| → 0. This implies that the global zeta
integral (of the first form, integral over A×/F×) absolutely converges for any
s. (Recall that local zeta integrals converge for sufficiently large ℜs.) However,
the second form (integral over A×) does not absolutely converges for all s, but
for sufficiently large ℜs.

By simple transformation, we can prove a functional equation of global zeta
integral.

Proposition 4.15 (Global functional equation of zeta integral). Let (π, V ) be
an automorphic representation of GL(2,A) and let ϕ ∈ V . Let ξ be a quasichar-
acter of A×/F×. Then

Z(s, ϕ, ξ) = Z(1− s, π(w1)ϕ, ξ
−1ω−1)

for all s ∈ C, where w1 =
(

1
−1

)
.

Proof. Since ϕ is automorphic, we have

Z(s, ϕ, ξ) =

∫
A×/F×

(
w1

(
y

1

))
|y|s−1/2ξ(y)d×y

=

∫
A×/F×

ϕ

((
1

y

)
w1

)
|y|s−1/2ξ(y)d×y.

If we substitute y−1 for y, we obtain∫
A×/F×

(π(w1)ϕ)

(
y

1

)
|y|−s+1/2(ξω)−1(y)d×y = Z(1− s, π(w1)ϕ, ξ

−1ω−1).

Following proposition shows that the local zeta integral coincides with local
L-functions for unramified places.

Proposition 4.16. Let v be an unramified place, so that

99



• v is non-archimedean,

• πv is a spherical principal series,

• the conductor of ψv is Ov,

• the vector ϕv is the spherical vector in the representation,

• Wv(1) = 1,

• ξv is trivial on O×
v .

(As before, this is true for all but finitely many v). Then for sufficiently large
ℜs, we have

Zv(s,Wv, ξv) = Lv(s, πv, ξv).

Proof. The proof uses explicit formula of Wv in Theorem 3.22 in terms of the
Satake parameters α1, α2. Recall that

Wv

(
y

1

)
=

{
q−m/2

αm+1
1 −αm+1

2

α1−α2
m ≥ 0

0 otherwise.

where m = ordv(y) and q = qv = |Ov/(ϖv)|. (Here the formula is slightly
different because we use the different normalization Wv(1) = 1.) We can break
the integral up into a sum over m = 0 to ∞ to obtain

∞∑
m=0

q−m/2
αm+1
1 − αm+1

2

α1 − α2
qm/2−msξv(ϖ)m

=
1

α1 − α2

(
α1

1− α1ξv(ϖv)q−s
− α2

1− α2ξv(ϖv)q−s

)
= Lv(s, πv, ξv).

Now, we are ready to prove the global functional equation of L-function.

Theorem 4.15 (Global functional equation of L-function). Let π be an auto-
morphic cuspidal represenation of GL(2,A) and let ξ be a Hecke character. Let
S be a finite set of places of F containing all the archimedean ones such that if
v ̸∈ S, then πv is spherical, ξv is unramified and ψv has conductor Ov. Then
we have a functional equation

LS(s, π, ξ) =

(∏
v∈S

γv(s, πv, ξv, ψv)

)
LS(1− s, π̂, ξ−1)

where π̂ is the contragredient representation of π.
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Proof. Choose a pure tensor ϕ = ⊗vϕv ∈ V such that ϕv is spherical for v ̸∈ S
and normalized so that if Wv is a local Whittaker function corresponding to ϕv,
then Wv(1) = 1 for v ̸∈ S. We will evaluate(∏

v∈S
Zv(s,Wv, ξv)

−1

)
Z(s, ϕ, ξ)

in two different ways. First, it is easy to check that this equals the LHS of the
above functional equation for large ℜs. Now, take −ℜs to be large and positive.
Local functional equation allow us to write above equation as(∏

v∈S
Zv(s,Wv, ξv)

−1Zv(1− s, π(w1)Wv, ξ
−1
v ω−1

v )

)
×
∏
v ̸∈S

Zv(1− s, π(w1)Wv, ξ
−1
v ω−1

v ).

Thus we will obtain the RHS if we show

Zv(s, π(w1)Wv, ξ
−1
v ω−1

v ) = Lv(s, π̂v, ξ
−1
v )

for v ̸∈ S. Since v is unramified, Wv is the spherical vector and

Zv(s, π(w1)Wv, ξ
−1
v ω−1

v ) = Zv(s,Wv, ξ
−1
v ω−1

v )

= Lv(s, πv, ω
−1
v ξ−1

v )

= Lv(s, π̂v, ξ
−1
v ).

The last equality follows from π̂v ≃ ω−1
v ⊗ πv, or by direct calculation (if α1, α2

are Satake parameters of πv, then α
−1
1 , α−1

2 are Satake parameters of π̂v).

To complete the L-function, we want to define local L-functions for ramified
places v. For any place v, we should have Zv(s,Wv, ξv)/L(s, πv, ξv) holomorphic
for all Wv, and if we define

ϵv(s, πv, ξv, ψv) =
γv(s, πv, χv, ψv)Lv(s, πv, χv)

Lv(1− s, π̂v, ξ
−1
v )

then ϵv(s, πv, ξv, ψv) is a function of exponential type.
When πv = π(χ1, χ2) is a principal series representation, we define

Lv(s, πv, ξv) := L(s, ξvχ1)L(s, ξvχ2)

Where the L-factors on the RHS are as defined in section 4.1. In this case, we
have

ϵv(s, πV , ξv, ψv) = ϵ(s, ξvχ1, ψv)ϵv(s, ξvχ2, ψv).

If v is non-archimedean and πv = σv(χ1, χ2) is a special representation (so that
χ1χ

−1
2 (x) = |x|), then we have

Lv(s, πv, ξv) = L(s, ξvχ1)
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and

ϵ(s, πv, ξV , ψv) = ϵ(s, ξvχ1, ψv)ϵ(s, ξvχ2, ψv)
L(1− s, ξ−1

v χ−1
1 )

L(s, χ1χ2)
.

For other cases (such as supercuspidal representation on non-archimedean place),
we put Lv(s, πv, ξv) = 1. In these cases, we have ϵv(s, πv, ξv, χv) = γv(s, πv, ξv, ψv).

4.6 Adelization of classical automorphic forms

In this last section, we will study how to get automorphic representations from
classical automorphic forms such as modular forms and Maass forms. For a
given modular form, we can lift a function as a function on the adéle group
GL(2,A), then consider a (g,K)-module generated by the function. This is
an irreducible admissible representation of GL(2,A) by Theorem 4.4. We will
describe this procedure more rigorously and prove that the associated represen-
tation is automorphic when the original modular form is a Hecke eigenfunction.

Let f : H → C be a modular form or Maass form of weight k on Γ0(N) with a
character χ : Γ0(N) → C×. We already saw that the function F : GL(2,R)+ →
C defined as F (g) = (f ||kg)(i) is of moderate growth, an eigenfunction of ∆,
and

F (γgκθ) = χ(d)eikθF (g)

for γ =
(
a b
c d

)
∈ Γ0(N), κθ =

(
cos θ sin θ
− sin θ cos θ

)
∈ SO(2). Here χ is a Dirichlet

character modulo N (not necessarily primitive).
To adélize F as a function ϕ on GL(2,A), we also need to adélize χ as a

character of K0(N) = {g = (gv) ∈ Kfin : cv ∈ NOv}. In Proposition 4.2, we
saw that there’s 1-1 correspondence between Dirichlet characters and characters
of A×/Q×. So we have a character ω =

∏
v ωv of A×/Q× corresponds to χ, so

that χ(p) = ωv(ϖv) for p ∤ N and v = p. Also, ωv is unramified for v ∤ N and
ωv is trivial on the subgroup of O×

v consisting of elements ≡ 1 (modN). ω∞ is
trivial on R×

+.
Now we define a character λ of K0(N) by

λ

(
a b
c d

)
=

∏
v∈Sfin(N)

ωv(dv)

where Sfin(N) is a set of non-archimedean places dividing N . By strong ap-
proximation theorem, we can write any g ∈ GL(2,A) by g = γg∞k0 with
γ ∈ GL(2,Q), g∞ ∈ GL(2,R)+, k0 ∈ K0(N). Then we define

ϕ(g) = ϕF (g) = F (g∞)λ(k0)

as associated function on GL(2,A). This function is well-defined: this follows
from the equation

χ(d) =
∏

v∈Sfin(N)

ω−1
v (dv)
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for d ∈ Z coprime to N . This ϕ is an automorphic form with a central qua-
sicharacter ω, which can be shown by using

A× = Q×R×
+

∏
p<∞

Z×
p .

We can also extend classical Hecke operators to adélic setting. For each
prime p ∤ N , the corresponding adélized Hecke operator Tp will be the operator
in the local spherical Hecke algebra Hp = HKp

, which is defined in Section 3.8.
First, we define Hecke operator for automorphic forms on GL(2,R)+. Let

Σ = {p : p|N} and let ZΣ be the localization of Z at the prime in Σ, so that
r/s ∈ ZΣ iff N ∤ s. We can trivially extend the Dirichlet character χ to ZΣ. If
we put G0(N) := {

(
a b
c d

)
∈ GL(2,ZΣ) : c ∈ NZΣ}, then we have a right action

of G0(N) on functions on GL(2,R)+ by

(F |χα)(g) = χ(d)−1F (αg), α =

(
a b
c d

)
∈ G0(N).

Then for ξ ∈ G0(N), we can define the Hecke operator Tξ as

TξF =

h∑
i=1

F |χξi

where {ξ1, . . . , ξh} is a complete set of coset representatives for Γ0(N)\Γ0(N)ξΓ0(N).
Especially we put Tp := Tξp for ξp = ( p 1 ). Now, the following theorem shows
that every Hecke eigenform gives rise to an automorphic representation.

Theorem 4.16. Suppose that F is an eigenfunction of all the Hecke operators
Tp when p ∤ N . Then ϕ lies in an irreducible subspace of L2

0(GL(2, F )\GL(2,A), ω).
Hence, by Theorem 4.9, the space generated by ϕ induces an irreducible auto-
morphic representation.

Proof. By Theorem 4.8, L2
0 decomposes as Hilbert space direct sum of irre-

ducible invariant subspaces. Now choose (π, V ) ⊆ L2
0 such that the projection

of ϕ to V is nonzero. We will show that π is uniquely determined by eigen-
values of Tp with p ∤ N and ω. This will show that ϕ ∈ π. Note that ϕ is
Kv = GL(2,Zp)-fixed for p ∤ N since λ is trivial on that group.

For p ∤ N , let Gp = GL(2,Qp), Hp = C∞
c (Gp) be the Hecke algebra and

H◦
p = C∞

c (Kp\Gp/Kp) be the spherical Hecke algebra. We studied the structure
of spherical Hecke algebra in Section 3.7 - H◦

p is commutative and generated by
three elements T (p), R(p), and R(p)−1. (See Theorem 3.18, Proposition 3.19
and Proposition 3.20.) We will use new notations Tp := T (p) and Rp := R(p)
in here to avoid confusion between classical and adélized Hecke operators. So
we have

Tp := 1
Kp(

ϖp

1 )Kp
, Rp := 1

Kp

(ϖp
ϖp

), Rp := 1
Kp

(ϖp
ϖp

)−1
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where ϖp is the idele whose pth component is p and all of whose other compo-
nents are 1. As before, we can decompose the double coset as

Kp

(
ϖp

1

)
Kp =

p+1⋃
i=1

ip(ξi)Kp

where ip : GL(2,Q) → GL(2,A) is the map induced by the composition Q ↪→
Qp ↪→ A and

ξi =

(
p i

1

)
(1 ≤ i ≤ p), ξp+1 =

(
1

p

)
.

Also, we have an action ρ of Hp on automorphic forms given by

(ρ(σ)ϕ)(g) =

∫
GL(2,A)

σ(h)ϕ(gh)dh, σ ∈ Hp

and we will denote ρ(Tp)ϕ as Tp(ϕ). We will evaluate (Tpϕ)(g) when g = γg∞k0.
Since ϕ is right Kp-invariant, we have

(Tpϕ)(g) =
p+1∑
i=1

ϕ(gip(ξi)).

For each 1 ≤ i ≤ p + 1 and k0 ∈ K0(N), there exists 1 ≤ j ≤ p + 1 and
k′0 ∈ K0(N) such that k0ip(ξi) = ip(ξj)k

′
0. If we write ξj = ξj,∞ξj,fin, then

gip(ξi) = (γξj)(ξ
−1
j,∞g∞)(ξ−1

j,finip(ξj)k
′
0)

where each component lies in GL(2,Q),GL(2,R)+ and K0(N). (Note that ξj is
considered as an element of GL(2,A) via diagonal map GL(2,Q) ↪→ GL(2,A),
and the pth component of ξ−1

j,finip(ξj) is 1.) Then

ϕ(gip(ξi)) = F (ξ−1
j,∞g∞)λ(ξ−1

j,finip(ξj)k
′
0).

We know that λ is determined by places v|N and for each v, the vth component
of ip(ξj)k

′
0 is the same as the vth component of k′0 or k0. Thus we get

ϕ(gip(ξi)) = (F |χξ−1
j,∞)(g∞)λ(k0)

and so if F is an eigenfunction of the classical Hecke operator Tp = T( p 1 )
, then

ϕ is an eigenfunction of Tp with the same eigenvalue. Similarly, we have

(Rpϕ)(g) =
∫

Kp

(ϖp
ϖp

) ϕ(gh)dh = ϕ(g)ω(ϖp) = χ(p)ϕ(g)

so ϕ is an eigenfunction of Rp with eigenvalue χ(p). To summarize, ϕ is an
eigenvector of Hp, and the eigenvalues are determined by χ and the eigenvalues
of the classical Hecke operators on F .
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The projection of L2
0 onto the invariant subspace V is GL(2,A)-equivariant,

so the image of ϕ in V is an eigenvector of Hp with the same eigenvalues. Now
Theorem 3.20 tells us that this determines the irreducible constituent πp of π,
and so π is itself determined by the global multiplicity one theorem.

We can also obtain theorems for classical automorphic forms by adélizing
it and use tools that we proved for automorphic representations. For example,
the global multiplicity one theorem implies that if we know almost all Fourier
coefficients of a modular form, then it is uniquely determined. This theorem
also holds for Maass wave forms.

Theorem 4.17 (Multiplicity one for modular forms). Let

f(z) =
∑
n≥1

anq
n, g(z) =

∑
n≥1

bnq
n

be holomorphic cusp forms of weight k on SL(2,Z) which are normalized (a1 =
b1 = 1) Hecke eigenforms. Assume that ap = bp for all but finitely many p.
Then f(z) = g(z).

Proof. By adélizing it, we obtain two automorphic representations πf , πg of
GL(2,A). Since these are Hecke eigenforms, we have Tpf = apf and Tpg = bpf
for all prime p, and ap, bp are also eigenvalues of Tp ∈ Hp for each components of
representations πf,p, πg,p. Since Rp acts trivially, Theorem 3.20 implies πf,p ≃
πg,p for any p with ap = bp. Now the multiplicity one gives us πf = πg, which
is ap = bp for all p. So we get f = g.

Note that this is not true for general congruence groups Γ0(N) with charac-
ters - we also need to assume that f, g are newforms.
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